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Examples of the mesh dataset
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Fig. S1 Examples of meshes in the dataset. For GMSNet, the left column displays meshs used for unsupervised
training; whereas for NN-Smoothing model, it takes meshes from the left column as input and from the right
column as labels for supervised training

Here, we present four samples from the datasets used to train the NN-Smoothing and GMSNet models.
As depicted in Fig. S1, the meshes are only different in mesh size and element density.
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