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Credit scoring

The credit scoring problem for financial operations is usually modeled as a binary classification problem
based on debt repayment, which is calculated using various factors, including past performance and profiling
on debt obligations. In practice, logistic regression (LR) models, a well-known statistical method, are
used to assess creditworthiness due to their simplicity and interpretability. However, sophisticated machine
learning models can be found in the literature to replace it. Studies have shown that the use of more
complex artificial intelligence (AI) models in credit scoring can further reduce costs and improve results
while allowing the assessment of the creditworthiness of customers with limited credit history (Djeundje
et al., 2021). Specifically, in 2015, Lessmann et al. (2015) compared 41 classifiers in terms of six performance
metrics across eight real-world credit scoring data sets and showed that some complex classifiers (neural
network [NN], tree-based models, and ensemble learning) are significantly more accurate in predicting credit
risk than standard LR models. Subsequently, Bhatore et al. (2020) expressed a similar view through a
comprehensive literature review: “With the advent of the Big Data era, the use of complex machine learning
algorithms for high-resolution risk assessment has become an industry trend.” Recently, Gunnarsson et al.
(2021) evaluated XGBoost (Chen and Guestrin, 2016) models and deep neural network (DNN) using a
range of credit scoring data sets and performance metrics, and they concluded that XGBoost should be
preferred over other credit scoring methods when classification performance is the main goal of credit scoring
activities and when the computational cost is taken into account. The following is a brief overview of
the research progress in terms of deep learning, tree-based models, and ensemble learning. With regard
to deep learning models, in 2019, Babaev et al. (2019) proposed the embedding transactional recurrent
NN (RNN), i.e., the ET-RNN methods, which use RNNs on fine-grained transaction data to calculate
the credit scores of loan applicants and is applied to a credit application scenario of a European bank.
While targeting networked-guarantee loans, Cheng et al. (2020a) found that existing credit risk models in
the banking industry use machine learning methods to generate a credit score for each customer, which
do not consider the contagion risk of the guarantee chain and require extensive feature engineering with
deep domain expertise. For this reason, they proposed a new approach to rate contagion chain risk in the
banking industry using DNNs, applying a spatiotemporal interchain attention network on graph-structured
loan behavior data to compute contagion chain risk scores. Similarly, Lee et al. (2021) proposed a graph
convolutional network-based credit default prediction model using three types of relational graphs related
to borrowers, i.e., loan information, credit history information, and soft information, which can reflect the
nonlinear relationship between borrowers’ attributes and default risk, as well as the higher-order relationships
among borrowers, and demonstrated the method’s validity on a lending platform scenario. In terms of tree-
based models, Xia et al. (2020) developed a strategy to dynamically assign weights to the underlying model
based on the degree of overfitting and proposed a heterogeneous ensemble tree-based credit scoring model,
and the proposed approach significantly outperformed the benchmark model in most cases. In addition, Li
et al. (2021) identified those early defaulted borrowers by using a multilayer structured gradient boosting
decision tree (GBDT) algorithm with Light GBM (Ke et al., 2017). Due to the extremely unbalanced sample
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distribution and the high cost of misclassification, they further applied a cost-sensitive framework to the
loss function of the classification model to improve the prediction accuracy. With reference to the ensemble
models, He and Fan (2021) proposed a novel hybrid ensemble model for default prediction as follows: firstly,
they used Light GBM to build new feature interactions to enhance feature representation; second, they used
convolutional neural network (CNN) to build new feature interactions to reflect deeper information; finally,
they used an ensemble learning approach to combine deep learning classifiers with tree-based classifiers to
obtain better prediction results. To reduce the adverse effects of outliers present in noise-filled credit data
sets, Zhang et al. (2021a) enhanced the local outlier factor algorithm using a bagging strategy to effectively
identify outliers and enhance the outlier adaptation of the underlying classifier; they then proposed a stack-
based ensemble learning method with adaptive parameter optimization that outperforms the baseline model.
Similarly, they also enhanced the outlier adaptation by a voting-based outlier detection method and extended
the downsampling method to deal with data imbalance, and the stack-based ensemble model enhanced the
prediction capability (Zhang et al., 2021b). At the same time, these studies found that through a complex
scoring approach, it is possible to better serve some customers who have been overlooked in the past, which
may promote financial inclusion, but also introduces issues such as opacity and bad interpretability of deep
learning models and the lack of comprehensive public data sets (Dastile et al., 2020; Bhatore et al., 2020).

Financial distress prediction

Financial distress is a condition where a company faces financial difficulties. The natural and most likely
outcome of financial distress is bankruptcy. In the Chinese stock market, the unique special treatment (ST)
warning mechanism can signal financial distress for listed companies. The intention of a financial distress
prediction is to disclose the potential operational and financial risks of a company and to alert business
owners and managers of such risks before any outbreak. Such a prediction can be useful for managers,
investors, and creditors. With respect to managers, a prediction provides them with early warning signals
of performance deterioration in order to take corrective actions and reduce the financial distress risk. For
investors, understanding the main factors leading to financial distress allows them to avoid investing in
risky firms. Creditors should correctly evaluate the firmaAZs financial situation and be vigilant to signs of
impending financial distress to avoid capital loss and costs related to counterpart risk. There are currently
a significant number of credit rating agencies (such as Moody’s, Standard & Poor’s, and Fitch Ratings) in
the industry (Table S1), and there are also a number of domestic credit rating agencies in China (Livingston
et al., 2018): Chengxin, Lianhe, and Pengyuan. In academia and industry, many deep learning methods
have been adopted in the field. For instance, in unstructured text, Rénnqvist and Sarlin (2017) used a
combination of event and text mining to identify whether banks are facing distress. Similarly, Matin et al.
(2019) developed a convolutional RNN that uses unstructured text data onto company annual reports, i.e.,
auditor’s reports and management statements, which can learn textual descriptive representations suitable
for corporate distress prediction, bringing a boost to distress prediction performance. In some specific
scenarios, Gregova et al. (2020) compared traditional (LR) and new learning methods (random forest and
NN) to reveal their prediction accuracy under Slovak industrial firms, and the comparison of different metrics
showed that the NN models produce better results. Zhang et al. (2022) constructed a dataset of financial
distress of Chinese listed companies from 2014 to 2019 and proposed a DNN approach using a genetic
algorithm to automatically determine the parameter values and the number of neurons in each hidden
layer, which outperforms other tested algorithms after adequate comparisons. Ensemble tree-based learning
methods, however, continue to dominate research in this area in terms of the number of papers published.
Huang and Yen (2019) selected a total of 16 financial variables from the financial statements of publicly listed
Taiwanese companies as the input to the machine learning methods, and the results of the study showed that
XGBoost provides more accurate financial distress prediction results compared with support vector machine
(SVM) and deep belief network (DBN). There are many similar studies and a few examples are listed here.
Du et al. (2020) achieved better performance with XGBoost as the core model for predicting the financial



distress of Chinese listed companies. Mousavi and Lin (2020) used data from similar Chinese companies
to answer the question: AAYWhich distress prediction models perform better in predicting distress?aAZ
And the results showed that random forest is one of the best machine learning methods. Shen et al. (2020)
proposed a new dynamic financial distress prediction method for unbalanced data sets and conceptual drift in
data flow in wealth distress prediction and found that random forest classifier outperforms other commonly
used classifiers. Based on financial data from 4,167 listed businesses in China from 2001 to 2019, Qian et al.
(2022) discovered that the XGBoost-based model has higher prediction accuracy. The above text reveals
that financial distress studies still focus on large enterprises as well as listed companies, and it is less common
to see related studies on small- and medium-sized enterprises (SMEs), probably due to the lack of public
data, data availability, and data privacy. This may harm the fairness and inclusiveness of Al

Table. S1 Comparison of typical corporate credit rating agencies

Global agencies Chinese domestic agencies

Representative enterprise

MoodyaAZs, Standard & PooraAZs,
and Fitch Ratings

Chengxin, Lianhe, and Pengyuan

Date of establishment

1900 (MoodyaAZs)

1992 (Chengxin)

Data sources

Financial statements

Financial statements + annual reports
+ legal judgments

Country risk; industry risk; company-
level: business operating risk, financial

Country risk; industry risk; company-
level: business operating risk, financial
risk (e.g., cash flow, financial leverage,

Key fact
ey tactor risk (e.g., cash flow, financial leverage, etc.), and corporate governance risk;
etc.), and corporate governance risk policy risk/relation risk/public senti-
ment risk
Model Statistical models (e.g., scorecard) Statistical models + machine learning
Listed i bond i
Coverage Listed companies + bond issuer isted companies -+ bond lssuer -

small- and midsize enterprises (SMEs)

Bankruptcy prediction

Bankruptcy is the conclusive affirmation of the inability of a company to support and endure current
operations given its current financial position and debt obligations. Predictions of corporate bankruptcy are
used in various sectors of the entire economy. Companies can diagnose their current situation and formulate
corresponding strategies based on predictive models. Executives can run their companies’ businesses more
stably by managing key indicators that affect the risk of corporate bankruptcy. Investors can modify their
strategies and adjust their portfolios by studying the likelihood of corporate bankruptcy. In addition,
governments can use corporate bankruptcy forecasting to improve relevant financial regulations. In these
ways, bankruptcy forecasting models can help design and improve financial systems. The recent global
financial crisis and the increase in credit risk highlight the critical nature of this area. If bankruptcy
could be predicted with adequate precision ahead of time, managers and investors of companies may have
the possibility to take action to secure their companies, reduce risk and loss of business, and even avoid
bankruptcy itself. Due to its importance, bankruptcy prediction has been widely studied and can be broadly
classified into statistical models and machine learning models (Kim et al., 2020; Mai et al., 2019). Researchers
use statistical models in bankruptcy prediction to identify the most relevant characteristics and their relative
weights, and this identification can help test bankruptcy theories and accept regulation of financial markets.
Popular statistical models include discriminant analysis, LR models, and factor analysis. In contrast to
the statistical models, the machine learning techniques make fewer assumptions about the data. Moreover,
models that allow nonlinear decision boundaries have quickly gained popularity and are now widely applied.
Among the machine learning algorithms, ensemble methods, tree-based models, and DNN algorithms are
mainly used. For the sake of brevity, this section only briefly describes the latest research progress of the
tree-based model and deep learning. In terms of the tree-based model, Son et al. (2019) applied XGBoost



to a dataset audited by Korean credit rating agencies and achieved higher prediction accuracy compared
to statistical models. Subsequently, Le et al. (2019) proposed a faster approach that utilizes graphics
processing unit (GPU)-based XGBoost with the squared logistic loss for bankruptcy prediction. They
utilized a histogram-based tree construction algorithm, which achieves effective improvement in the Area
under the ROC Curve (AUC) (Ling et al., 2003) and processing time. Moscatelli et al. (2020) analyzed the
performance of GBDT models in predicting corporate bankruptcy risk and found that when the dataset is
larger and has more features, the GBDT model shows significant improvement in discriminative ability and
accuracy compared to LR, while this advantage is negligible when the dataset is small. Recently, for mid- and
long-term bankruptcy prediction (up to several months) for SMEs, Perboli and Arabnezhad (2021) found
that the GBDT algorithm shows substantially improved prediction accuracy, compared to the state-of-the-
art techniques, and outperforms LR and even some NN models. As for deep learning, many studies point
out that DNNs can extract useful representations from unstructured financial data for prediction. Mai et al.
(2019) collected accounting data from 11,827 US-listed companies to train a deep learning model with an
average embedding layer to predict bankruptcy, demonstrating how deep learning may use both textual and
numerical input to improve prediction accuracy. Hosaka (2019) used financial statements of > 2,000 Japanese
listed companies, from which a set of financial ratios was obtained and represented as grayscale images, and
the images generated by this process were used to train and test CNNs. Bankruptcy predictions through
the trained NN were shown to have higher performance compared to methods using decision trees, linear
discriminant analysis, SVMs, AdaBoost, and AltmanaAZs Z-score (Altman, 2018). Recently, considering
that existing methods ignore the rich relational information embodied in financial networks and many studies
are mainly developed based on financial statements, Zheng et al. (2021b) proposed a novel heterogeneous
graph attention-based model to facilitate the use of publicly available data to predict SME bankruptcies.
However, most methods relied heavily on financial ratios or statements, which can be distorted by accounting
manipulation techniques such as AAYwindow dressing.AAZ Furthermore, these data are usually not publicly
accessible for SMEs. Furthermore, the most current studies have not exploited financial networks deeply,
whose rich relational information can provide valuable insight in inferring firmsaAZ credit status.

Portfolio management

The process of continuously reallocating funds into financial assets with the aim of increasing the ex-
pected return on investments and minimizing risk is known as portfolio management. It usually exhibits
complicated behavior that is intrinsically nonlinear, uncertain, and nonstationary due to external influences
such as the global economy and political atmosphere. Because machine learning models can monitor thou-
sands of risk factors daily and test portfolio performance under thousands of market/economic scenarios, Al
technologies can enhance risk management for asset managers and other large institutional investors. Feed-
ing machine learning models with big data can provide recommendations to asset managers that influence
decisions around portfolio allocation or stock selection. Portfolio management includes the following closely
related areas: stock forecasting, portfolio selection, portfolio optimization, portfolio allocation (sometimes
these three terms are used interchangeably), robo-advisors, etc. Traditional studies use human-designed fea-
tures to predict stock movements. However, stock markets are highly stochastic and it is almost impossible
to predict stock movements based on historical market prices alone. Therefore, Hu et al. (2018) proposed to
predict stock movements based on continuous news, and similarly, Xu and Cohen (2018) proposed to predict
stock movements using continuous tweets and market data. Hou et al. (2021) used multigranularity market
data and contrastive learning to improve the accuracy of stock trend prediction. Lin et al. (2021a) proposed
temporal routing adapters and designed an optimal transmission-based learning algorithm to obtain optimal
sample-to-predictor assignments to enhance existing stock prediction models to learn multiple stock trading
patterns. Recently, a large number of technical approaches based on historical prices, technical indicators,
texts, knowledge graphs, and images to synthesize forecasts have emerged, e.g., Sezer and Ozbayoglu (2018),
Li et al. (2019), Long et al. (2020), and Cheng et al. (2020c). In portfolio selection, recent advances in deep



learning have stimulated increasing interest in the use of DNNs for portfolios. Soleymani and Paquet (2020)
combined restricted stacked autoencoders and CNNs into a deep reinforcement learning (RL) framework to
develop a portfolio management approach. Similarly, Xu et al. (2021b) proposed portfolio selection under an
RL paradigm and designed a novel relationship-aware transformer to process asset price series. Recently, Shi
et al. (2021) designed a new strategy network that uses a temporal CNN to extract multiple temporal features
of time series and then used global average pooling and a fully connected layer to integrate global feature
maps to handle asset correlations in portfolio management. On behalf of human investment professionals,
robo-advisors provide an online investment advisory service for portfolio management according to individ-
ual investment propensity and investment purpose with Big Data analysis and advanced algorithm-based
automation system. In fact, robo-advisors are not an entirely new technique, but the terminology is new.
Traditional wealth management is both expensive and exclusive. Automated investment management in the
form of robo-advisors seeks to change this and brings wealth management to an affordable price. It incorpo-
rates approaches such as stock forecasting, portfolio selection, portfolio optimization, and predictive analysis
in a holistic way. For instance, Rezaei et al. (2021) introduced a CNN-long short-term memory (LSTM) hy-
brid deep learning model for stock forecasting and incorporated these forecasts as investorsaAZ views in the
Black-Litterman (Cheung, 2010) asset allocation model. Similarly, Leow et al. (2021) used the bidirectional
encoder representations from transformers (BERT) model to capture the latest market conditions through
Twitter sentiment and used genetic algorithms to optimize the model for different objectives.

Algorithmic trading (or quantitative trading)

It is defined as buy sell decisions made solely using algorithmic models. Most of the algo-trading
applications are coupled with price prediction models for market timing purposes. As a result, the majority
of the price or trend forecasting models that trigger buy sell signals based on their predictions are also
considered as algo-trading systems (Ozbayoglu et al., 2020). Machine learning techniques for algo-trading
can be divided into deep learning and RL algorithm-based methods (Aloud and Alkhamees, 2021). Ozbayoglu
et al. (2020) delved into the current state of deep learning-based algorithmic trading research and found that
most research focuses on stock or index forecasting and that LSTMs are the most popular deep learning
models among these implementations. The core of Al-powered quantitative trading lies in the training
and adjusting of models to adapt to the changing market conditions, which is what RL excels at; so, we
focus on the latest RL algorithm innovations in this field. Jia et al. (2019) proposed an LSTM-based
agent to learn temporal patterns and automatically trade based on current market conditions and historical
data using deep RL. Lei et al. (2020) proposed a time-driven feature-aware joint deep RL model, which
integrates deep learning models and RL models to improve the learning of financial signal representations
and action decisions in algorithmic trading. Recently, Théate and Ernst (2021) proposed a deep RL-based
approach to solve the algorithmic trading problem of determining the best trading position at any point
in time during stock market trading activities. There are many similar studies, such as those by Li et al.
(2019), Park and Lee (2021), and Aloud and Alkhamees (2021). Some practical algo-trading systems have
also emerged; for instance, Yin et al. (2022) combined LSTM, attention mechanism, Hawkes process, and
graph for learning correlations among stocks and automatically predicting their future prices to achieve a
high-frequency quantitative system capable of obtaining stable returns for the Chinese A-share market.

Recommendation

Personalized recommendations are an important feature of the next generation of financial services.
NN models and other advanced architectures have produced significant improvements in recommendations.
In particular, performance has been significantly improved on platforms that have access to huge amounts
of data, such as e-commerce platforms. However, because e-commerce products are different from financial
products, we face special challenges in designing personalized systems for the financial industry. For example,



the prices of products on e-commerce platforms usually do not change constantly, while the prices of financial
assets on financial markets usually change constantly. In fact, in financial markets, the prices of stocks, bonds,
and funds change daily; they can even change repeatedly in a second. Furthermore, on e-commerce platforms,
product specifications generally remain the same. For example, an iPhone 13 Pro with an Apple A15 Bionic
chip will not change to use an Apple Al4 Bionic chip (in most cases). However, in the financial markets,
a company’s business may change every quarter. Since companies are the underlying assets for financial
instruments such as stocks and bonds, an opinion about the iPhone 13 Pro may still have value a year
later, while opinions about Apple Inc. (AAPL) stock may have no value after the same year. Not all general
recommendation methods can be used in the financial sector, but some recommendation models can be used in
both e-commerce platforms and financial markets. For example, to make better use of graph structures, Sun
et al. (2019) combined online analytical processing techniques with social networks to propose an insurance
recommendation framework based on graph mining. To promote fairness in microfinance recommendations,
Liu et al. (2019) proposed a fairness-conscious re-ranking algorithm to balance ranking quality and fairness
on the borrower’s side. To solve the insurance cold-start problem, Bi et al. (2020b) proposed a cross-
domain insurance recommendation system based on heterogeneous information networks; meanwhile, given
the complexity of insurance products, they designed a meta-path-based approach on the insurance product
knowledge graph and proposed the DCDIR, which is another deep cross-domain insurance recommendation
system for cold-start users (Bi et al., 2020a). In the click-through rate (CTR) prediction scenario, Zhang et al.
(2021) proposed a multi-interaction attention network to comprehensively extract potential relationships
among various fine-grained features (e.g., gender, age, and occupation in user profiles) to improve the CTR.
To overcome the problem of weakening transferability due to differences between source and target data
distributions, Huan et al. (2021) proposed a novel adaptive clustering transfer learning method to improve
the conversion rate (CVR). However, the characteristics of the financial domain (risk, return, etc.) must
still be taken into account to improve performance. For example, to increase the total revenue of insurance
products, Li et al. (2021a) proposed a multitask network for online insurance recommendations, which uses
an adaptive attention mechanism that allows efficient feature sharing among complex insurance products
and sales scenarios. To predict the future medical behavior of patients and recommend whether patients
need medical migration, Cheng et al. (2020d) proposed a medical migration prediction model with attention-
based bidirectional gated recurrent units. To improve lenders’ investment decisions based on two investment
objectives (return, risk, etc.), Babaei and Bamdad (2020) used NNs and LR to estimate the return and the
default probability of each investment (loan) and formulated the investment recommendation problem as a
multiobjective portfolio optimization problem based on the mean-variance theory.

Marketing

Deep learning has been strategically applied to marketing-related activities in various industries, and the
financial sector is no exception. In general, deep learning can help financial services industry target suitable
customers and launch suitable marketing campaigns to ensure the effectiveness of its marketing activities
in the face of the fierce competition experienced by the financial services industry today. Researchers have
experimented with applying deep learning techniques to personalized marketing in the financial services
industry, where the most suitable customer group is identified with the appropriate marketing campaigns.
For example, to achieve personalized fund recommendations, Chou et al. (2022) proposed a graph-based
deep collaborative filtering algorithm. To accomplish the audience expansion task for marketing campaigns
of financial institutions, Zhuang et al. (2020) used a hybrid online offline architecture, proposing an adaptive
and disentangled graph NN (GNN) in the offline phase and developing a novel audience expansion model
with a knowledge distillation mechanism in the online phase to absorb knowledge from the offline network
and mitigate coverage bias. To achieve incentive optimization on a limited budget, Liu et al. (2019) proposed
a graph representation learning method on transaction networks for merchant incentive optimization in
mobile payment marketing; meanwhile, to capture the preferences of inactive users of financial companies



and thus recommend suitable content, they defined heterogeneous graphs on social networks and used GNN
algorithms to learn inactive users’ representation (Liu et al., 2021). To assign approximate optimal incentive
values to customers and merchants to encourage mobile payment activities, Yu et al. (2021) used a GNN to
model potential two-sided influences and model hazard rates with a piecewise nonlinear function to capture
changes in responses to different incentive values.

Customer services

It is another main usage of intelligent technology in the financial sector. The advancements of Al bring
us intelligent chatbots/service bots, which offer 24/7 customer services and improve customer satisfaction.
For instance, according to Hassani et al. (2020), there have been many successful use cases of chat-bot across
the world, e.g., Erica (the virtual assistant of Bank of America), COIN (contract intelligence platform of
JPMorgan), AmEx (by American Express), and POSB (DBS Bank). These Al-driven chatbots typically
interact with customers via voice or text, as well as on clicking on the options on the screen. Deep learning
methods have been widely applied to customer services. For example, Chen et al. (2019a) formulated user
intent prediction as a continuous decision process using RL to solve this problem. Subsequently, Xu et al.
(2020) proposed an attention-based deep multi-instance sequential intersection network to overcome the
problem of feature drift and class imbalance in user intent prediction. Recently, Yang et al. (2021) added
a tag recommendation function to reduce the workload on customer service in SMEs and then proposed
an intelligent cloud customer service system. In addition to enhancing the customer experience, chatbots
have been applied in other fields. In the financial anti-fraud field, Liu et al. (2020) proposed a goal-oriented
chat-bot using hierarchical RL and applied it to financial fraud detection conversations. Similarly, Wang
et al. (2021b) used RL to learn conversation strategies from real-world human-to-human chat records and
designed a voice-enabled bot that seeks additional information from customers through natural conversations
to confirm whether they have been defrauded and determine the actual type of fraud. Moreover, chatbots
can be found in robo-advisors. For example, Day et al. (2018) developed a comprehensive knowledge-based
and generative model for conversational robo-advisors aimed at optimizing portfolios.

Know your customer (KYC)

It is a verification process that the financial institutions need to execute before they can start conducting
business with new customers. The increasing level of regulations imposed on this process makes it burden-
some. Generally, most KYC efforts use a rule-based approach that is slow and manual. Recently, some
work using machine learning approaches for KYC has also emerged. Suzumura et al. (2019) used a federated
graph learning platform to share key information among various agencies to combat financial crimes. Huesca
et al. (2020) used text and financial transaction data for customer due diligence and for identifying financial
crimes using a multiview semisupervised risk classification approach. More recently, Chen (2020) proposed
that bank branches are the best level to determine the level of risk and can provide insights into suspicious
transaction patterns, showing how financial institutions can use a small set of labeled customer data onto
the knowledge discovery process to assess customer risk and combat financial crime, suggesting that machine
learning techniques will improve KYC processes and help protect the financial system from illicit activities.

Anti-money laundering (AML)

Broadly speaking, AML refers to all efforts involved in preventing money laundering, such as stopping
criminals from becoming customers and monitoring transactions for suspicious activity. The financial services
industry and academia agree that machine learning and graph mining could have a significant impact on
monitoring currency transaction tools to combat money laundering (Chen et al., 2018; Sobreira Leite et al.,
2019). For example, to find suspected money laundering groups, Li et al. (2017) proposed a time-oriented



Louvain algorithm. To address existing AML systems’ failure to effectively and efficiently identify hidden and
complex money laundering activities, Han et al. (2018) enhanced a new framework of next-generation AML
in a distributed and scalable manner by applying visual deep learning-driven natural language processing
techniques to provide intelligent and dynamic reporting, reducing the time and cost by about 30%. To
discover suspicious behavior in the Bitcoin blockchain, Alarab et al. (2020) used an ensemble learning
approach to predict licit and illicit transactions in the network. Recently, to reduce blocked transactions due
to false alarms, Alkhalili et al. (2021) adopted SVM algorithms with the polynomial kernel to automatically
check blocked transactions in a watchlist filtering system to minimize the workload of compliance officers. To
detect the money laundering technique of smurfing, Starnini et al. (2021) found that the speed characteristics
of smurfing can help to find smurfs by using a standard database connection. Unlike dense subgraph detection,
a flow-based method called FlowScope (Li et al., 2020) was proposed to detect money laundering behavior
in the transaction chains.

Representative financial Al practices discussed in Section 3 on “Research and Ap-
plications” in the main paper

Table S2 depicts the representative Al approaches discussed in this paper.



Table. S2 Representative financial AI practices (P, privacy; R, robustness; I, interpretability; S, strong; M,

medium; W, weak)

Fi ial s
rnancia aATaAT Data type Method P R I Paper
services
Semistructured LR W W S Djeundje et al. (2021)
Credit
scoring
RNN, .
Unstructured GRU, w w W gaazaoe\;'ei al 520119()2,051}1)eng ot al.
Risk GNN @) ee eb ek
management LSTM, Matin et al. (2019); Gregova et al.
Financial Unstructured gy W W W (5020); Zhang et al. (2022)
distress Huang and Yen (2019); Du et al.
prediction . tree- (2020); Mousavi and Lin (2020);
Semistructured based w w S Shen et al. (2020); Qian et al.
(2022)
CNN,
Unstructured GNN, W W M Mai et al. (2019); Hosaka (2019);
atten- Zheng et al. (2021b)
Bankruptcy .
rediction tion
P tree Son et al. (2019); Le et al. (2019);
Structured based W W S Moscatelli et al. (2020); Perboli
ase and Arabnezhad (2021)
Fiore et al. (2019); Cheng et al.
GAN, (2020b); Hu et al. (2019); Zhang
: SemiStructured CNN, W M W et al. (2021c); Forough and Mom-
Credit card ;
fraud GNN tazi (2021); Zheng et al. (2021a);
detection Zhu et al. (2020)
LR,
Structured tree- W W S Baesens et al. (2021)
Fraud
detection D based
e NN Liu et al. (2018); Cao et al. (2019);
tion ) fraud Unstructured RNN7 W W W Wang et al. (2021a); Li et al.
detection (2021b); Lin et al. (2021b)
GNN
Loans fraud ’ Wang et al. (2019); Zhong et al.
detection Unstructured a.tten— w w M (2020); Xu et al. (2021a)
tion
Insurance
Chen et al. (2019b); Liang et al.
f - NN
ljaud detec Unstructured G W% W% W% (2019); Cui et al. (2020)
tion
Soleymani and Paquet (2020); Xu
. RL, et al. (2021b); Shi et al. (2021);
Portfolio . .
Wealth management SemiStructured LSTM, W W W Rezaei et al. (2021); Leow et al.
BERT (2021); Hu et al. (2018); Xu and
management
Cohen (2018)
Algorithmic Jia et al. (2019); Lei et al. (2020);
! Unstructured RL W W W Théate and Ernst (2021); Yin et al.
Trading
(2022)
Sun et al. (2019); Bi et al. (2020b);
Graph, Zhang et al. (2021); Huan et al.
Recommendation Unstructured atten- \WY% \W% M (2021); Li et al. (2021a); Cheng
tion et al. (2020d); Babaei and Bamdad
(2020)
Personalized Chou et al. (2022); Zhuang et al.
services Marketing Unstructured GNN W W% W% (2020); Liu et al. (2019, 2021); Yu
et al. (2021)
Chen et al. (2019a); Liu et al.
Unstructured RL W W W (2020); Wang et al. (2021b); Day
Customer et al. (2018)
services NN. at-
Unstructured " W W M Xu et al. (2020); Yang et al. (2021)
tention

*Notes: BERT, bidirectional encoder representations from transformers; CNN, convolutional neural network; GAN,
generative adversarial network; GNN, graph neural network; GRU, gated recurrent unit; LR, logistic regression; LSTM,
long short-term memory; NN, neural network; RL, reinforcement learning; RNN, recurrent neural network.
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