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Abstract:    To speed up the reconstruction of 3D dynamic scenes in an ordinary hardware platform, we propose an efficient 
framework to reconstruct 3D dynamic objects using a multiscale-contour-based interpolation from multi-view videos. Our 
framework takes full advantage of spatio-temporal-contour consistency. It exploits the property to interpolate single contours, two 
neighboring contours which belong to the same model, and two contours which belong to the same view at different times, cor-
responding to point-, contour-, and model-level interpolations, respectively. The framework formulates the interpolation of two 
models as point cloud transport rather than non-rigid surface deformation. Our framework speeds up the reconstruction of a 
dynamic scene while improving the accuracy of point-pairing which is used to perform the interpolation. We obtain a higher frame 
rate, spatio-temporal-coherence, and a quasi-dense point cloud sequence with color information. Experiments with real data were 
conducted to test the efficiency of the framework. 
 
Key words:  Multi-view video, Free-viewpoint video, Point-pair, Multiscale-contour-based interpolation, Spatio-temporal- 

contour, Consistency, Time-varying point cloud sequence 
http://dx.doi.org/10.1631/FITEE.1500316                                        CLC number:  TP391.4 
 
 

1  Introduction 
 

In the past decade, computer graphics and 
computer vision in many areas have been combined to 
produce a large number of useful technologies. 
Free-viewpoint video (FVV) is one such technology. 
With FVV, a viewer can observe a dynamic scene 
from any angle. It is a real media, recording dynamic 
visual events in the real world. In other words, it can 
record an object with full 3D shape, motion, and 

surface properties (i.e., color and texture) (Matsu-
yama et al., 2004). 

The reconstruction of 3D dynamic scenes is a 
key technology to obtain FVV. Reconstructing dy-
namic scenes which contain moving or deformable 
objects is essential in various applications including 
mechanical analysis, virtual reality, computer vision, 
and computer graphics. In the past, researchers in this 
field have focused mainly on static and rigid object 
motions (Matusik et al., 2000; Franco and Boyer, 
2009; Furukawa and Ponce, 2009; 2010; Raeesi N. 
and Wu, 2010; Xia et al., 2011). Recently, with the 
development of acquisition techniques, 3D recon-
struction of real dynamic scenes has been attracting 
more research effort (Matsuyama et al., 2004; Hasler 
et al., 2009; Vlasic et al., 2009; Liu et al., 2010; Li et 
al., 2011; Taneja et al., 2011; Zhang et al., 2011; Bilir 
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and Yemez, 2012; Nakajima et al., 2012; Nakazawa et 
al., 2012). In particular, tracking for human shape and 
motion capture has become an important research 
area (Hofmann and Davrila, 2009; Kanaujia et al., 
2011; Huang et al., 2014b; Allain et al., 2015).  

In addition, FVV with a high frame rate is pref-
erable in various domains such as entertainment (e.g., 
3D games and 3DTV), education (e.g., 3D animal 
picture books), sports (e.g., sports performance 
analysis), medicine (e.g., 3D surgery monitoring), and 
cultural heritage (e.g., 3D archiving traditional dance) 
(Matsuyama et al., 2004; Wang and Yu, 2012; Ahmed 
and Junejo, 2013). 

Speed is more important than accuracy during 
the reconstruction of a dynamic scene. Generally, 
reconstruction is not highly dependent on the accu-
racy of the resulting model sequence. Considering 
factors such as reconstruction speed, reconstruction 
accuracy, and the advantage of modeling from 
multi-view video (MVV), the shape-from-silhouette 
(SFS) approach is a good choice in cases where the 
scene includes a moving object or few arranged 
cameras (Cheung et al., 2003; Matsuyama et al., 2004; 
Díaz-Más et al., 2010; Haro, 2012; Perez et al., 2012). 

In this paper, we propose an efficient framework 
to reconstruct 3D dynamic objects using a multiscale- 
contour-based interpolation from MVVs. The 
framework focuses on obtaining a higher frame rate 
point cloud sequence to generate FVV. Major con-
tributions of this paper are twofold: 

1. Improving efficiency by using a multiscale- 
contour-based framework: We have integrated mul-
tiscale spatio-temporal-contour consistency into a 
framework in three stages: interpolating single con-
tours, interpolating two spatial contours which belong 
to the same model, and interpolating two spatial 
contours which belong to different neighboring 
models. 

2. Improving the accuracy of point-pairs: Here, 
the term ‘point-pair’ refers to two corresponding 
points. If the exactness of a point-pair between two 
3D points that we have interpolated has low accuracy, 
it will lead to more outliers and increase the recon-
struction time. We search for the corresponding point 
for each 3D point, and then improve the exactness of 
the point-pair to obtain a point cloud with higher 
accuracy. 

2  Related work 
 

The construction of dynamic scenes usually in-
volves producing model sequences to represent the 
motion, shape, and appearance of a dynamic object 
over time. One of the key problems in constructing 
dynamic scenes is the real-time reconstruction of 
dynamic objects. In comparison with existing mod-
eling approaches, such as structure from motion, 
shape from shading, space carving, shape from de-
focus, shadow carving, multi-view stereo, and struc-
tured light, SFS has been considered a most effective 
approach for real-time and dynamic model sequences 
(Franco and Boyer, 2009). 

SFS is an approach for obtaining a visual hull, 
which is the upper bound to the actual volume of an 
object (Baumgart, 1974; Laurentini, 1994). Since 
reconstruction only from silhouettes cannot recover a 
concave surface, a visual hull is not the real shape but 
only the maximal approximation of the object contour. 
However, SFS can rapidly acquire a complete de-
scription of objects and provide a good initial estimate 
for various complex surface reconstruction algo-
rithms (Xia et al., 2011). So, SFS is very popular in 
computer vision for its simplicity and high 
computational efficiency. SFS approaches can be 
separated into two categories (Franco and Boyer, 
2009): volume-based and polyhedral-based. Volume- 
based approaches generate the final reconstruction 
result, which is a volumetric representation;  
polyhedral-based approaches generate the final ob-
ject’s visual hull, which is computed as the intersec-
tion of silhouette cones. Volume-based approaches 
are less exact and focus on the volume of the visual 
hull, while polyhedral-based approaches are less 
numerically stable and time-consuming, and aim to 
estimate a surface representation of the visual hull 
(Franco and Boyer, 2009; Zhang et al., 2011; Kim and 
Dahyot, 2012).  

There has been a great amount of literature on 
SFS approaches. To speed up the approaches, re-
searchers have proposed many methods, which 
roughly fall into two categories: (1) improving ex-
isting methods and (2) implementing existing meth-
ods in parallel. 

1. Improving existing methods 
Cheung et al. (2000) proposed a camera system 

for robust 3D voxel reconstruction using five cameras. 



Huang et al. / Front Inform Technol Electron Eng   2016 17(5):422-434 424

The volume is divided into 64×64×64 voxels. With-
out displaying the reconstructed 3D voxels, the sys-
tem obtains a frame rate of about 16 frames/s. Wu et 
al. (2006) proposed an approach using a plane inter-
section test for the reconstruction of a moving object, 
obtaining a frame rate of 12 frames/s with nine cam-
eras. Arita and Taniguchi (2001) proposed a system 
with a resolution of 100×100×100 voxels and a frame 
rate of 14 frames/s. Borovikov et al. (2003) proposed 
a voxel-based reconstruction method that obtains a 
frame rate of about 10 frames/s and a volume resolu-
tion of 64×64×64 by using 14 cameras. 

Franco and Boyer (2009) proposed a robust ap-
proach to reconstructing a visual hull. The method is a 
type of polyhedral-based approach. They obtained 
real sequences acquired on the GrImage platform. In 
their experiment, all 800 models generated in a 27 s 
sequence, in which the resolution of the images was 
2000×1500, were verified to be manifold watertight 
polyhedral surfaces. The average computation time 
was 0.7 s per sequence time step, as processed by a  
3 GHz CPU with 3 GB RAM. However, the running 
time includes the reconstruction of the shape but not 
texture mapping. To obtain a good visual appearance, 
the running time must increase. 

None of these methods, however, can meet the 
requirements of real-time reconstruction. The frame 
rate does not reach the required 30 frames/s and the 
model quality is not satisfactory, especially in the case 
of multi-camera videos or higher resolution videos. 

2. Implementing existing methods in parallel 
Over the last 10 years, researchers have also 

focused on accelerating 3D reconstruction using 
cluster systems or GPU (graphics processing unit). 
Matsuyama et al. (2004) introduced a plane-based 
volume intersection algorithm to realize the real-time 
reconstruction of a dynamic scene. They parallelized 
the algorithm using the cluster system. Duckworth 
and Roberts (2011) adopted OpenCL to implement 
the algorithm proposed by Franco and Boyer (2009). 
They proposed an approach which reconstructs the 
visual hull from multiple video streams in real time. 
The reconstruction speed is faster in low resolution 
cases. Results from their experiment indicated that for 
low resolution and low camera counts, the CPU al-
gorithm can be implemented more quickly. Perez et al. 
(2012) presented several algorithmic improvements 
for visual hull reconstruction using a voxel-based 

approach that reduces resource consumption. They 
adopted FPGA and GPU for 3D reconstruction. Their 
approach allows a 256×256×128 reconstruction 
volume to be obtained in only 33.55 ms in an FPGA. 
Their experiment showed that this approach can re-
construct a dynamic scene. Hauswiesner et al. (2012) 
rendered an image-based visual hull using multi-GPU. 
Most approaches using GPU or cluster systems are 
difficult to implement. 

In short, the above-mentioned methods suffer 
from the problem that the model sequence has a lower 
frame rate when it is required to meet certain re-
quirements, especially in an ordinary hardware plat-
form. Although many researchers have focused on the 
problem, it is still difficult to resolve, especially in the 
case of multi-camera video or high resolution video 
(such as 5616×3744). 

Based on the strengths and drawbacks of the 
existing SFS methods, we propose a multiscale- 
contour-based interpolation framework to generate a 
time-varying quasi-dense point cloud sequence. 
 
 
3 Multiscale-contour-based interpolation 
framework 

3.1  Overview 

Here, we denote the term ‘high confidence 
points’ as points that constitute the sparse point cloud 
and ‘expansion points’ as points that are obtained by 
interpolating high confidence points. In our frame-
work (Fig. 1), we formulate the interpolation as point 
cloud transport rather than non-rigid surface defor-
mation. The point cloud in between the discrete 
frames is obtained by interpolating the neighboring 
models. 

First, we interpolate a single contour, based on 
point level; second, we expand a sparse point cloud 
using spatio-contour consistency and then obtain a 
quasi-dense point cloud sequence with color infor-
mation; third, we interpolate the quasi-dense point 
cloud sequence using temporal-contour consistency 
(Fig. 1). Details of each of these steps are given in the 
following subsections. 

3.2  Point-level interpolation 

In this subsection, we interpolate single contours 
by point-level interpolation. Consider a set of cameras  
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Ki (i=0, 1, …, M−1) and a set of silhouette images Ii 
(i=0, 1, …, M−1), where M is the number of cameras. 

j
iS  stands for the silhouette contour (j=0, 1, …, N−1), 

where N is the number of silhouette contours in the ith 

silhouette image. ,
k
i jp  (k=0, 1, …, m−1) stands for the 

set of pixels in the jth silhouette contour, where m is 

the number of pixels in the contour. j
iC  stands for the 

spatial contour corresponding to .j
iS  ,

k
i jP  (k=0, 1, …, 

n−1) stands for the set of high confidence points, 
where n is the number of high confidence points. 

1. Search for the closest point: Given a set of 

contour points CSource j
iC  and a set of contour points 

CTargetCSource, we search for the closest point for each 

point , .k j
i j iP C  The rule is the closest Euclidean 

distance in the spatial domain. Let d stand for the 

Euclidean distance between 1
,
k

i jP  and 2
, ,k

i jP  γmax the 

maximum Euclidean distance between neighboring 
points, and λmax the maximum number of interpola-
tions. The algorithm is shown in Algorithm 1. The 
algorithm starts with a starting point and continues to 
its neighboring point recursively, until the algorithm 
reaches the end point. Finally, a set of point-pairs is 
obtained. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

2. Expand between point-pairs: To express the 

idea mathematically, assume Source Source
iP C  (i=0, 

1, …, n1−1), Target Target
jP C  (j=0, 1, …, n2−1), where 

n1 and n2 are the numbers of points in CSource and 

CTarget, respectively, Source
iP  and Target

jP  stand for the 

high confidence points. Let Pη stand for the interpo-
lation point, S a set of expansion points, and Ssub a 
subset of expansion points. We obtain S by the fol-
lowing steps: 

First, assuming PSource is the source point and 
PTarget the target point, we interpolate the two high 
confidence points using 
 

CMiddle = f (PSource, PTarget, η),               (1) 
 
where η=l/(λmax−1) (l=0, 1, …, λmax−1) and η[0, 1]. 
The parameter η indicates the progress of transport 
and the transition rate. Our approach obtains the in-
terpolation point linearly between the two points 
using 
 

Source Target(1 ) .f P P                    (2) 

 
We choose the straight motion path. Therefore, the 
wrap function f (⋅) will be the simple linear interpola-
tion. Note that the interpolation is quite simple and 
straightforward, so our framework can speed up the 
reconstruction. The method will be used in the fol-
lowing subsections. 

Second, we obtain the interpolation point Pη and 
then insert Pη into Ssub. 

Third, we let S=SSsub. 
The process of interpolation between two points 

Fig. 1  Block diagram of the multiscale-contour-based 
reconstruction framework 

Algorithm 1  Searching for the closest point 

Input: 1 2
, Source , Target, ,k k

i j i jP C P C   dmin=10 000, htemp=0 

Output: A set of corresponding point-pairs 
for k1=0 to m−1 

for k2=0 to m−1 
1 2

, ,( , );k k
i j i jd D P P  

if d≤dmin and k2≥htemp then  
htemp=k2; 

end if 
end for 

point-pair temp1
, ,( , );kk

i j i jP P  

end for 
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will stop when the termination criterion is satisfied. 
The criterion is: l exceeds the maximum interpolation 
number λmax or d is less than the threshold γmax. 

3.3  Contour-level interpolation 

There is spatio-contour consistency between two 
neighboring camera views at the same time t (Fig. 2). 
Fig. 2a is the source silhouette image, Fig. 2b is the 
interpolation silhouette image between Figs. 2a and 
2c, and Fig. 2c is the target silhouette image. In the 
area framed by the rectangle, it can be seen that the 
shape of hand is similar. The consistency between 
neighboring views will rise as the number of views 
increases. 

 
 
 
 
 
 
 
 
 
 
 
Franco and Boyer (2009) meshed the point cloud 

using this consistency to improve the reconstruction 
quality. We use the consistency to expand the sparse 
point cloud. 

Following the spatio-contour consistency theory, 
we expand the sparse point cloud at the contour level. 
The easiest way to produce blends of two contour 
curves is to interpolate the coordinates of vertices. So, 
we obtain linearly the interpolation curves between 
two neighboring curves. 

To explain the motivation here, consider a sparse 
point cloud Ωs which consists of M contour curves 
corresponding to M camera views (for details about 
Ωs refer to Huang et al. (2013)). The expansion pro-
cedure is implemented in sequential order: search for 
the corresponding point-pairs, interpolate point- pairs 
between two contour curves, obtain a quasi- dense 
point cloud with color information, and remove out-
liers. 

1. Search for the corresponding point-pairs: To 
acquire a fine correspondence for each point in the 

contour Source
iC , we search for the closest point in the 

contour Target .
jC  Note that we consider only the points 

which belong to Source
iC  or Target

jC  instead of all the 

high confidence points. For simplicity, let us consider 
the interpolation of two neighboring contours 

Source s
iC   and Target s .

jC   The source contour 

Source
iC  is generated by the ith desired image, and the 

target contour Target
jC  is generated by the jth desired 

image. The desired source image and the target image 
are generated by the corresponding view (for details 
refer to Section 3.2). 

2. Interpolate the point-pairs between two con-
tour curves: With regard to the source contour curve, 
we start with the starting point and continue to its 
neighbors recursively, until the algorithm reaches the 
end point. We execute the process simultaneously on 
the target contour curve. To interpolate point-pairs 
between two contour curves, we adopt the method 
mentioned in Section 3.2. Because l is adaptive ac-
cording to γmax during the process of the interpolation, 
the method can speed up the reconstruction. After 
interpolating all the contour curves of the sparse point 
cloud, the sparse point cloud turns into a quasi-dense 
point cloud (Fig. 3). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
3. Obtain quasi-dense point cloud with color 

information: The quasi-dense point cloud is projected 
onto the corresponding multi-view image to obtain a 
point cloud with color information (Huang et al., 
2013). We briefly describe the method as follows: 

First, we project the high confidence point onto 
the corresponding desired image to obtain the color 
information of the high confidence point. 

Fig. 2  The silhouette image for neighboring views 
(a) Source silhouette image; (b) Interpolation silhouette im-
age; (c) Target silhouette image 

(a)                             (b)                                 (c) 

(a)                                   (b) 

Fig. 3  The result of the interpolation between spatio 
contours which belong to the same point cloud (a) and a 
zoom of the rectangular area (b) 
The contour of white points is the source contour curve; the 
contour of green points is the target contour curve; the blue 
points are the expansion points (References to color refer to 
the online version of this figure) 
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Second, we project the expansion point, which is 
generated by interpolating the corresponding high 
confidence point, onto the same desired image and 
then obtain the expansion point with color infor-
mation. The reason is that the expansion point can be 
visible in the same view, which generates the corre-
sponding desired image. 

4. Remove the outliers: To remove the outliers, 
the approach in Huang et al. (2014a) is adopted. In 
addition, it is important to distinguish the high con-
fidence point or expansion point from the quasi-dense 
point cloud during the process of removing the outli-
ers. The reason is that if the 3D point is the high 
confidence point, then we will not need to determine 
the location relationship between the 3D point and the 
point cloud. 

Finally, we obtain the color and quasi-dense 
point cloud sequence. 

3.4  Model-level interpolation 

In this subsection, we interpolate the quasi-dense 
point cloud sequence at the model level. We express 
the interpolation of two shapes as a process where one 
shape deforms to maximize its similarity to another 
shape. We enhance the inter-frame consistency of the 
silhouette image sequence by interpolating the dis-
tance field image, and then reconstruct the point cloud 
according to the interpolation silhouette image. 
Therefore, we can obtain a more accurate interpola-
tion model between two quasi-dense point clouds. 

In a multi-video sequence, the interval between 
successive frames is very short. In other words, there 
is a temporal-contour consistency between neigh-
boring frames similar to the inter-frame consistency 
which is used in many fields (for example, motion 
estimation technology uses time redundancy to im-
prove the coding efficiency in the video compression 
field). An example of temporal-contour consistency 
between frames t and t+1, which belong to the same 
viewpoint, is shown in Fig. 4. Within the area framed 
by the rectangle, the shape of the arm is similar. This 
phenomenon makes it possible to interpolate the 
neighboring point cloud. 

We adopt the shape tracking approach that is 
based on interpolating neighboring quasi-dense point 
clouds. Following this idea, we complete the inter-
polation between the source point cloud and the target 
point cloud. The process consists of two steps:  

 
 
 
 
 
 
 
 
 
searching for a corresponding point-pair, and inter-
polating the point-pair between two quasi-dense point 
clouds. 

Consider two quasi-dense point clouds ΩSource 
and ΩTarget (ΩSource stands for source point cloud, and 
ΩTarget stands for target point cloud), each consisting 
of M contour curves corresponding to M camera 
views. 

1. Search for a corresponding point-pair: As-

sume Source Source
iC   (i=0, 1, …, n3−1) and 

Target Target
jC   (j=0, 1, …, n4−1), where n3 and n4 are 

the numbers of points in Source
iC  and Target ,

jC  

respectively. 
To obtain a point-pair that belongs to the 

neighboring point cloud, we adopt the approach 
mentioned in Section 3.2. Note that it considers only 
the same camera view and the neighboring point 
cloud instead of all the high confidence points. 

2. Interpolate point-pairs between two neigh-
boring models: The transport can be performed by 
computing the location of the interpolation contour 
curve CMiddle. To express the idea mathematically, we 
interpolate the two contour curves through 
 

Middle Source Target( , , ),i jC g C C                  (3) 

 
where τ is the progress of transport. We choose the 
straight motion path. The wrap function g(⋅) is a 
simple linear interpolation. 

We traverse the two contour curves. With regard 
to the source contour curve, we start with the starting 
point and continue to the closest point recursively, 
until the algorithm reaches the end point. We execute 
the process simultaneously on the target contour 
curve, as shown in Fig. 5 (for details refer to Section 
3.2). 

After interpolating all the point-pairs, the  

Fig. 4  The silhouette at frames t (a) and t+1 (b) 
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interpolation point cloud is obtained. From a transport 
point of view, an interpolation point cloud is ex-
pressed as a set of multiple weighted data points. 
Because there are multiple point clouds that come 
from both the source and target models, the resulting 
point cloud has some outliers because of numerical 
instabilities. To remove the outliers, the resulting 
point cloud sequence is clipped. 

Finally, we obtain the time-varying and spatio- 
temporal-coherence point cloud sequence.  
 
 
4  Experimental results and analysis 
 

We conducted experiments to demonstrate the 
performance of our multiscale-contour-based inter-
polation framework on the publicly available datasets 
‘Cheongsam’ (Liu et al., 2010), ‘Redskirt’ (Liu et al., 
2010), ‘Redshirt’ (Liu et al., 2010), and ‘Lady Dance’ 
(http://4drepository.inrialpes.fr/public/datasets).  

‘Cheongsam’ is a video of real-life performances 
and has 20 views. The image (video) sequence was 
collected at a frame rate of 25 frames/s. The resolu-
tion of images used for reconstruction was 1024×768. 
It is a short sequence (20 frames) with various types 
of actions such as standing, turning, and squatting. 
‘Redskirt’ and ‘Redshirt’ are similar to ‘Cheongsam’. 
Frames 111, 118, and 128 of ‘Cheongsam’ show 
standing, turning, and squatting, respectively (Fig. 6). 

‘Lady Dance’ is a dataset of a 3D photography 

collection and has 8 images from 8 viewpoints. We 
selected 6 viewpoints to illustrate our method. 

All the experiments were run on a desktop 
computer. The hardware consisted of a 3.16 GHz 
Intel® Core Duo E8500 CPU, an ATI Radeon HD 
3450 graphics card, and a 12 GB memory. The exact 
camera parameters were known a priori. Thus, we 
could assess the performance of our framework in 
approximately ideal conditions. 

4.1  Point-level interpolation 

To assess the quality of point-level interpolation, 
we interpolated the contour curve of frame 112 on the 
first view. The results for different values of param-
eters λmax and γmax are shown in Fig. 7. 

The numbers of 3D points for different values of 
parameters λmax and γmax are listed in Table 1. The 
results illustrate the performance of point-level in-
terpolation. As λmax increases, the denseness of the 
contour curve increases (Fig. 7 and Table 1). There-
fore, the coherence of the contour is improved, which 
lays the foundation for the exactness of the point-pair. 
With a decrease in γmax, we can obtain a similar result. 

4.2  Contour-level interpolation 

To assess the efficiency of contour-level inter-
polation, we interpolated the sparse point cloud. The 
results are shown in Fig. 8 and Table 2. 

The quality of the model on the dataset ‘Lady 
Dance’ was poor (Fig. 8). The reason is that the con-
sistency between neighboring views was poor be-
cause we selected only 6 views from the dataset. The 
consistency will rise if the number of views was in-
creased. The quality of the model on the datasets 
‘Cheongsam’ and ‘Redshirt’ confirms this conclusion. 
Each of the two datasets has 20 images from 20 
viewpoints.  

The reconstruction times of frame 0 of ‘Lady 
Dance’, frame 0 of ‘Redshirt’, and frame 118 of 
‘Cheongsam’ for different values of parameters λmax 

and γmax are listed in Table 2. This illustrates the result 
of contour-level interpolation. The reconstruction 
time will decrease as the view number decreases. 

Parameters λmax and γmax together determine the 
denseness of the point cloud (Fig. 8 and Table 2). 
When λmax increases or γmax decreases, the higher 
denseness of a quasi-dense point cloud is obtained 
along with an increase in reconstruction time. The  

Fig. 5  The interpolation contour between spatio contours 
which belong to the neighboring point cloud 
(a) The interpolation contour curves between two contour 
curves; (b) The zoom on the rectangular area in (a) (the source 
contour consists of the red points, the target contour consists 
of the blue points, and the interpolation contour consists of the 
green points); (c) The interpolation model (References to 
color refer to the online version of this figure) 
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number of interpolations differs between point-pairs 

Source Target( , )i jP P  (Section 3.3). In other words, it is 

adaptive. 

4.3  Model-level interpolation 

To assess the quality of model-level interpola-
tion, we show the samples from the point cloud  

Table 1  The numbers of 3D points for different values of 
λmax and γmax 

λmax γmax 
Number of  

high confidence points 
Number of  

expansion points

5 0.05 1005   865 

5 0.01 1005 6732 

10 0.05 1005 1329 

Fig. 6  Samples of ‘Cheongsam’: frame 111 (top row), frame 118 (middle row), and frame 128 (bottom row)

Fig. 7  Point-level interpolation for different values of λmax and γmax 
Third column: source contour; fourth column: overlap between the interpolation contour (red) 
and source contour (green); fifth column: zoom on the yellow-framed rectangular area (Refer-
ences to color refer to the online version of this figure)
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sequence in Fig. 9. The point cloud transports from 
frames 111 to 112, 118 to 119, and 128 to 129. Note 
that we set λmax=5, γmax=0.01, and τ=0.5. Generally 
speaking, as λmax increases, the temporal resolution 
and temporal coherence of the model sequence will 

increase. 
To test the performance of our framework on 

different video sequences, we conducted experiments 
on the dataset ‘Redskirt’. The dataset is a short se-
quence showing medium speed dance moves, and 
thus offers a good opportunity to verify the tracking 
stability. The transportation process between neigh-
boring models is illustrated in Fig. 10. 

The source shape transports gradually to max-
imize its similarity to the target shape (Figs. 9 and 10). 
Note that the result from frames 45 to 46 appears 
similar to that from frames 47 to 48. The reason is that 
these four frames are neighboring. However, the 
rectangular area shows that the result is slightly dif-
ferent. This reflects the performance of our  
framework. 

Note that we show mainly the experimental re-
sults of dataset ‘Cheongsam’ to explain our ideas. We 
show only part of the experimental results from 
‘Redskirt’, ‘Redshirt’, and ‘Lady Dance’. 

We then analyze the average reconstruction time 
to assess the efficiency of our proposed framework. 

First, we provide the average reconstruction time 
between neighboring frames of the dataset ‘Cheong-
sam’. A comparison of the result with those of three 
state-of-the-art methods (Liu et al., 2010; Bilir and 
Yemez, 2012; Allain et al., 2015) is listed in Table 3. 
The results support the intuitiveness of our method 
efficiency between neighboring frames. 

Second, we analyze the average reconstruction 
time using the sequence ‘Cheongsam’ (Fig. 11). The 
result is 54.59 s per frame, while the reconstruction of 
a single frame would take about 110 s per frame using 
the SFS approach. Compared with reconstructing the 
model for each time instance, we have reduced the 
average reconstruction time. Note that the frame in-
dex is regenerated after interpolating the quasi-dense 
point cloud sequence. 

A comparison with state-of-the-art methods (Liu 
et al., 2010; Bilir and Yemez, 2012; Allain et al., 2015) 
is shown in Table 4, which shows quantitative evalu-
ation of the average reconstruction time per frame. 
Although the method of Bilir and Yemez (2012) 
showed a good result, our method still sped up the 
reconstruction. In summary, the proposed framework 
shows competitive performance on neighboring 
frames and through the sequence. 

Fig. 8  Interpolation of the sparse point cloud 
Fourth column: sparse point cloud which consists of the high 
confidence points (green); fifth column: quasi-dense point 
cloud which consists of the high confidence points (green) 
and the expansion points (blue); sixth column: quasi-dense 
point cloud with color information. The denseness is differ-
ent in the red-framed rectangular area (References to color 
refer the online version of this figure) 
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To obtain a quantitative analysis of the quality of 
reconstruction, an experiment on datasets ‘Cheong-
sam’, ‘Redskirt’, and ‘Lady Dance’ was performed. 
Table 5 lists the accuracy and completeness of the 
final results with respect to the ground truth model. 
Note that we set λmax=5, γmax=0.01, and τ=0.5. The 
index of the model is shown in parentheses in the 
table. 

In our experiment, we interpolated the high 
confidence point, and then expanded the resulting 
model. An alternative approach would be interpolat-
ing the model consisting of the expansion point and 
high confidence point to speed up the reconstruction. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
However, this alternative approach would lead to 
more noise, e.g., more outliers. 

The following are some tips in relation to the 
parameters: 

1. To speed up reconstruction, the search range 
should be limited using the x coordinate of the con-
tour pixel p(x, y). In our experiment, the search range 
was set to [x−50, x+50]. 

2. The final interpolation number, which is de-
termined by the maximum resolution γmax, is adaptive. 
To speed up the reconstruction and improve the ac-
curacy, the Euclidean distance γmax between two 
points was set to [0.05, 0.50] in our experiment. 

Table 2  Reconstruction time for a single frame 

Dataset Number of views λmax γmax Number of high confidence points Number of expansion points Time (s)

Lady Dance 

 6  5 0.05   3064  50 517 11.75 

 6  5 0.01   3064  58 818 12.35 

 6 10 0.05   3064  82 975 12.78 

Redshirt 

20  5 0.05 33 291 270 098 84.68 

20  5 0.01 33 291 380 192 89.48 

20 10 0.05 33 291 400 265 92.36 

Cheongsam 

20  5 0.05 21 265 238 537 77.54 

20  5 0.01 21 265 271 576 85.24 

20 10 0.05 21 265 301 190 90.51 

Fig. 9  Point cloud transporting from frames 111 to 112, 118 to 119, and 128 to 129 
(a) Source quasi-dense point cloud; (b) Interpolation point cloud between (a) and (c); (c) Point cloud based on the interpolation 
silhouette image; (d) Interpolation point cloud between (c) and (e); (e) Target quasi-dense point cloud 
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3. A higher frame rate point cloud sequence can 

be obtained by setting the parameter τ. 
Because λmax and γmax have a strong impact on 

quality as well as speed, and determine the denseness 
of the point cloud, to obtain the balance between 
speed and denseness, an appropriate value should be 
selected according to the different scenes and  
requirements. 

Table 3  Average reconstruction time per frame between 
neighboring frames using different methods 

Method 
Reconstruction time (s) 

Frames 
111 to 112 

Frames 
118 to 119 

Frames 
128 to 129

Liu et al. (2010) 140.32 138.61 141.94 

Bilir and Yemez (2012)   67.45   66.43   71.45 

Allain et al. (2015)   80.73   78.72   82.75 

Our method   59.26   47.69   49.19 

Table 4  Average reconstruction time per frame through 
the sequence 

Dataset Method Time (s) 

Cheongsam 

Liu et al. (2010) 142.68 

Bilir and Yemez (2012)   67.45 

Allain et al. (2015)   80.85 

Our method   52.59 

Redskirt 

Liu et al. (2010) 145.45 

Bilir and Yemez (2012)   68.45 

Allain et al. (2015)   80.78 

Our method   56.54 

Fig. 11  Reconstruction time of individual frames for 
dataset ‘Cheongsam’ 

Fig. 10  Point cloud transporting from frames 45 to 46, 47 to 48, and 57 to 58 
(a) Source quasi-dense model; (b) Overlap between the interpolation quasi-dense model (blue) and the source model; (c) Overlap 
between the quasi-dense model based on interpolation silhouette (blue) and the source model; (d) Overlap between the interpo-
lation quasi-dense model (blue) and the target model; (e) Target quasi-dense model (References to color refer to the online version 
of this figure) 
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5  Conclusions 
 

We have proposed an interpolation framework to 
construct the shape of an object. The interpolation is 
performed within a frame, between neighboring 
frames temporally, and between neighboring frames 
captured by different cameras. 

Our approach focused on improving the recon-
struction speed. Numerical experiments demonstrated 
the effectiveness of our approach. We have obtained a 
higher frame rate, spatio-temporal-coherence, and 
quasi-dense point cloud sequence with color infor-
mation. The time-varying quasi-dense point cloud 
representations of the shape of dynamic 3D objects 
can be tracked quickly thanks to the multiscale- 
contour-based interpolation and spatio-temporal- 
contour consistency. The major contributions of this 
paper are twofold: 

1. Speeding up reconstruction by use of the 
multiscale-contour-based framework. According to 
the different levels of the contour consistency, we 
integrated the multiscale spatio-temporal-contour 
consistency into a framework and made good use of 
these consistencies to reduce the reconstruction time. 

2. Improving the exactness of point-pairs. We 
searched for the corresponding point for each 3D 
point in the spatial domain. By improving the exact-
ness of point-pairs, a point cloud with higher accuracy 
can be obtained. 

Our ultimate goal is to apply the framework to 
generate a free-viewpoint video. Therefore, in future 
work we will interpolate the pixel pairs between the 
color images for more realistic 3D modeling in real 
scenes. 
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