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Abstract: We investigate the use of an approximation method for obtaining near-optimal solutions to a kind of
nonlinear continuous-time (CT) system. The approach derived from the Galerkin approximation is used to solve the
generalized Hamilton-Jacobi-Bellman (GHJB) equations. The Galerkin approximation with Legendre polynomials
(GALP) for GHJB equations has not been applied to nonlinear CT systems. The proposed GALP method solves the
GHJB equations in CT systems on some well-defined region of attraction. The integrals that need to be computed
are much fewer due to the orthogonal properties of Legendre polynomials, which is a significant advantage of this
approach. The stabilization and convergence properties with regard to the iterative variable have been proved.
Numerical examples show that the update control laws converge to the optimal control for nonlinear CT systems.
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1 Introduction

The optimal feedback control of nonlinear sys-
tems is a challenging problem. The dynamic pro-
gramming algorithm is widely regarded as the most
effective method for obtaining optimal feedback con-
trol laws for some nonlinear systems. Recently, Yu
and Jiang (2015) developed some novel adaptive dy-
namic programming to achieve global and adaptive
suboptimal stabilization of uncertain continuous-
time nonlinear polynomial systems via online learn-
ing. Luo et al. (2015c) proposed an adaptive optimal
control approach based on neuro-dynamic program-
ming for the optimal control of general highly dissi-
pative spatially distributed processes. However, the
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main drawback of dynamic programming methods
today is the high computational complexity, which
was named the ‘curse of dimensionality’ by Bellman
(1957). It is well known that the continuous-time
nonlinear optimal control problem depends on the so-
lution to a typical Hamilton nonlinear partial differ-
ential equation (PDE), which is called the Hamilton-
Jacobi-Bellman (HJB) equation. However, global
analytic solutions to the HJB equation are difficult
to obtain. A few methods have been proposed to
obtain numerical solutions for the nonlinear optimal
control problem. The reader can refer to, for ex-
ample, Markman and Katz (2000), Sakamoto and
van der Schaft (2008), Cacace et al. (2012), Wu and
Luo (2012), Aguilar and Krener (2014), Govindara-
jan et al. (2014), Luo et al. (2014; 2015a; 2015b),
Smears and Süli (2014), and the references therein.
However, few of these algorithms can be applied to
nonlinear CT systems in multi-dimensional spaces.
What is more, the ‘curse of dimensionality’ will
appear in most of these methods when they find
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optimal numerical solutions satisfying a given accu-
racy in a required domain to the HJB equations.

In this paper, we propose a Galerkin approxima-
tion with Legendre polynomial (GALP) method for
the generalized Hamilton-Jacobi-Bellman (GHJB)
equation. The main advantage of the GALP algo-
rithm is that much fewer integrals need to be com-
puted and the feedback control laws can be imple-
mented in different ways. The GAPL algorithm es-
sentially computes the coefficients offline using Leg-
endre base functions. Once the coefficients are calcu-
lated, the control laws will be obtained online. The
idea of GAPL for the GHJB equation comes from
Beard et al. (1997). The reader is also referred to
Saridis and Lee (1979), Gong et al. (2006), Aguilar
and Krener (2014), and Smears and Süli (2014) for
details and different perspectives. An increasingly
large quantity of computer memory is needed to
store the coefficients in order to approximate the op-
timal solution when the number of base functions
increases. Thus, how to choose the base functions
for approximating the GHJB equation is essential
for the optimal control problem. To the best of our
knowledge, there is no literature on using the GALP
algorithm for the GHJB equation. In our proposed
computational method, the solution at each itera-
tion using the Galerkin-Legendre spectral method
can be approximated as an optimal control. Differ-
ent from many existing Galerkin methods for solving
PDE, this algorithm is not based on an odd sym-
metric function or finite element basis. A significant
advantage of this approach is that much fewer inte-
grals need to be computed because of the orthogonal
properties of Legendre polynomials. The framework
of the algorithm may be developed to overcome the
effect of the ‘curse of dimensionality’ to some degree.

2 Problem statement

Consider the following CT affine nonlinear
system:

ẋ = f(x) + g(x)u, (1)

where x ∈ Ω ⊂ R
n is the system state, f(0) =

0, x(0) = x0 ∈ Ω ⊂ R
n is the initial state and

u ∈ R
m is the control input, and f : Ω → R

n,
g : Ω → R

n×m, u : Ω → R
m. Suppose that the

system f(x) + g(x)u is Lipschitz continuous on a
set Ω, which is asymptotically stable for any initial
condition in Ω.

The main objective of this study is to find the
feedback control laws u(x) = u∗(x) that satisfy
Eq. (1), and to minimize a cost function as follows:

J(x0,u) =

∫ ∞

0

[
l(x(t,x0)) + ||u(x(t,x0))||2R

]
dt,

(2)
where l : Ω → R is the state penalty function,
R ∈ R

m×m is a symmetric, positive-definite matrix,
and ||u||2R = uTRu is the control penalty function.
Given any admissible control u, the value function
at x ∈ Ω is obtained as follows:

V (x) =

∫ ∞

0

[
l(x(t,x0)) + ||u(x(t,x0))||2R

]
dt. (3)

Then we have the optimal control

u∗(x) = argmin
u

V (x). (4)

From the optimal control theory in Lews and
Syrmos (1995) and Kirk (2012), it is easy to obtain
the HJB equation for the optimal control problem:
(
∂V ∗

∂x

)T

f+ l− 1

4

(
∂V ∗

∂x

)T

gR−1gT ∂V ∗

∂x
= 0, (5)

with the boundary condition V ∗(0) = 0. Then we
can design the optimal controller as follows:

u∗(x) = −1

2
R−1gT ∂V ∗

∂x
. (6)

It is well known that the optimal control func-
tion (6) depends on the solution V ∗ of Eq. (5). If
system (1) is linear and the state penalty function
is given as l(x) = xTQx with Q = QT � 0,
then the optimal control problem becomes the lin-
ear quadratic regulator problem, and the solution is
given by V ∗ = xTPx, where P = PT satisfies the
standard Riccati equation.

Although the solution to the nonlinear optimal
problem has been well known since the early 1960s
(Kleinman, 1968), relatively few control designs ex-
plicitly use a feedback function of the form given in
Eq. (6). The primary difficulty lies in solving the
HJB equation, for which general closed-form solu-
tions do not exist. It is impossible to solve the HJB
equations analytically. To obtain an approximate
solution, Beard et al. (1997) proposed a Galerkin
method to approximate the solution to the following
GHJB equation:

(
∂V (i)

∂x

)T

(f + gu(i)) + l + ||u(i)||2R = 0, (7)
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with

u(i+1)(x) = −1

2
R−1gT ∂V (i)

∂x
. (8)

Given any initial control policy u0, the solution
to Eq. (7) will converge to the solution to Eq. (5),
which has been proven in Beard et al. (1997), i.e.,

lim
i→∞

V (i) = V ∗, lim
i→∞

u(i) = u∗. (9)

Thus, the problem of finding the solution to
the nonlinear HJB equation has been transformed
into the problem of finding the solution to the linear
GHJB equation. It is obvious that the GHJB equa-
tion is much easier to solve than the HJB equation.
The Galerkin numerical approximation with a se-
ries of odd-symmetric bases was used to approximate
the near-optimal solution to the GHJB equation in
Beard et al. (1997). The main disadvantage of this
method is that O(N2) n-dimensional integrals need
to be calculated, which is inherently complex. In ad-
dition, for a given ε, the large number N cannot be
estimated in this approach. The main contribution
of this study is that, for a well-defined problem of op-
timal control, it is easier to achieve optimal feedback
control laws using the GALP algorithm, and this ap-
proach requires much fewer integrals to be computed
because of the orthogonal properties.

3 Galerkin approximation with Legen-
dre polynomial method

In this section, the GHJB equation will be
solved using the Galerkin approximation technique
proposed by Saridis and Lee (1979) and Beard et al.
(1997). There is a lot of literature on solutions to
HJB equations, including the classic viscosity solu-
tions in Bardi and Capuzzo-Dolcetta (1997). Note
that the GHJB equation may have several continu-
ous solutions. However, only one of these solutions
is positive definite and produces a stable control by
Eq. (4). The successive approximation scheme with
a series of basis functions is optimal with respect to
the cost index specified. Also, note that if the algo-
rithm is truncated for any i < ∞, V (i) will be a kind
of Lyapunov function for system (1). This means
that the algorithm can be stopped at any point but
still results in a stable control that has better per-
formance than u(0). Then we will derive the GALP
method to solve the GHJB equation associated with
the optimal control problem.

3.1 Algorithm procedure based on Legendre
polynomial

Assume that there exists a set Φ = {φj}∞j=1

where φj : Ω → R and φj(0) = 0, which are not nec-
essarily linearly independent and satisfy the bound-
ary condition. It implies that every solution to the
GHJB equation can be represented as

V (i)(x) =
∞∑
j=1

c
(i)
j φj(x). (10)

A finite truncation of this sum represents an approx-
imation of V (x). The required degree of accuracy in
the approximation can be made by selecting a large
enough number N as follows:

V
(i)
N (x) =

N∑
j=1

c
(i)
j φj(x). (11)

It is very important to select the basis function
for system (1). Generally speaking, if an infinite
series of basis functions were used, any set would
suffice. However, the truncation of the infinite series
results in approximation errors and elevates the im-
portance of carefully selecting a set of equations that
closely represent the true solution. Here we use the
GALP approach to solve the GHJB equation.

We suppose that a complete set of Legen-
dre base functions {φj}∞j=1 which satisfy V (x) =∑∞

j=1 cjφj(x) can be found. A near-optimal V

is given by truncating the series to VN (x) =∑N
j=1 cjφj(x). The approximation with a series of

Legendre bases is valid when the base functions are
defined on [−1, 1]. If the system is defined on the in-
terval [a, b], we can transform it to the interval [−1, 1]

by using linear transformation. We will find a numer-
ical solution which is the polynomial with a degree
N . In fact, if N is sufficiently large, then eN(x) → 0

and thus the near-optimal solution can be obtained
as a convergent Legendre polynomial series.

It is well known that a set of Legendre base func-
tions {φ0, φ1, · · · , φN} are orthogonal on [−1, 1] with
weight function Ω(x) = 1. Legendre base functions
φN satisfy the following equation:

φ
′
n+1(x)− φ

′
n(x) = (2n+ 1)φn(x), n ≥ 1, (12)

where

[n/2] =

{
n
2 , n is even,
n−1
2 , n is odd,

(13)
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or

φn(x) =
1

2n

[n/2]∑
k=1

(−1)k
[
n

k

] [
2n− 2k

n

]
xN−2k, (14)

where n = 0, 1, · · · . In addition, they satisfy the
following orthogonal properties (i, j = 0, 1, · · · ):

∫ 1

−1

φi(s)φj(s)ds =

{
0, i �= j,

2
2n+1 , i = j.

(15)

Next we will show the numerical solutions to the
GHJB equation obtained by using the GALP algo-
rithm. Assuming the infinite sum in Eq. (10) satisfies
the GHJB equation, we have
⎛
⎝ ∞∑

j=1

c
(i)
j

(
∂φj

∂x

)T
⎞
⎠ (f + gu(i)) + l + ||u(i)||2R = 0.

(16)
Accordingly, the finite truncation of V (i)(x) satisfies
⎛
⎝ N∑

j=1

c
(i)
j

(
∂φj

∂x

)T
⎞
⎠ (f+gu(i))+l+||u(i)||2R = e

(i)
N (x),

(17)
where e

(i)
N (x) is the error introduced by trun-

cation. The GALP scheme is to find coeffi-
cients cj (j = 1, 2, · · · , N) such that the projec-
tion of error e

(i)
N (x) onto the finite linear space

span{φ1(x), φ2(x), · · · , φN (x)} is zero for any x ∈
Ω.

Therefore, the coefficients c1, c2, · · · , cN can be
found from the following set of algebraic equations:

〈e(i)N (x), φj(x)〉 = 0, j = 1, 2, · · · , N, (18)

where the function inner product is

〈f , g〉 =
∫
Ω

f(s)g(s)ds. (19)

Eq. (18) can also be written as
⎡
⎢⎢⎣
η
(i)
11 · · · η

(i)
1N

...
...

η
(i)
N1 · · · η

(i)
NN

⎤
⎥⎥⎦

⎡
⎢⎢⎣
c
(i)
1
...

c
(i)
N

⎤
⎥⎥⎦ = −

⎡
⎢⎣
〈l + ||u(i)||2R, φ1〉

...
〈l + ||u(i)||2R, φN 〉

⎤
⎥⎦ ,

(20)
where

η
(i)
jk =

〈(
∂φj

∂x

)T

(f + gu(i)), φk

〉
. (21)

If we define matrices M1 and M
(i)
2 as follows:

M1 =⎡
⎢⎢⎢⎢⎢⎣

〈(
∂φ1

∂x

)T
f , φ1

〉
· · ·

〈(
∂φN

∂x

)T
f , φ1

〉

...
...〈(

∂φT
1

∂x

)T
f , φN

〉
· · ·

〈(
∂φT

N

∂x

)T
f , φN

〉

⎤
⎥⎥⎥⎥⎥⎦
,

(22)
M

(i)
2 =⎡

⎢⎢⎢⎢⎢⎣

〈(
∂φT

1

∂x

)T
gu(i), φ1

〉
· · ·

〈(
∂φT

N

∂x

)T
gu(i), φ1

〉

...
...〈(

∂φT
1

∂x

)T
gu(i), φN

〉
· · ·

〈(
∂φT

N

∂x

)T
gu(i), φN

〉

⎤
⎥⎥⎥⎥⎥⎦
,

(23)

b1 = −

⎡
⎢⎣
〈l, φ1〉

...
〈l, φN 〉

⎤
⎥⎦ , (24)

b
(i)
2 = −

⎡
⎢⎣
〈||u(i)||2R, φ1〉

...
〈||u(i)||2R, φN 〉

⎤
⎥⎦ , (25)

then we can rewrite Eq. (20) as

(M1 +M
(i)
2 )c(i) = b1 + b

(i)
2 . (26)

Hence, a near-optimal approximation of the so-
lution to Eq. (7) can be produced by computing c

(i)
j .

The approximate control associated with Eq. (6) is
given by

u
(i+1)
N = −1

2
R−1gT

⎛
⎝ N∑

j=1

c
(i)
j

∂φj

∂x

⎞
⎠ . (27)

Now the complete GALP algorithm procedure
is proposed to solve the GHJB equation:

Step 1: Suppose u(0) is an initial control for
system (1). Input f , g, l,R, Ω and the base functions
φj .

Step 2: Compute the initial values of M1, M
(0)
2 ,

b1, b
(0)
2 .
Step 3: Compute c(i) according to Eq. (26),

compute the value function V (i) with Eq. (11), and
update the control u(i) with Eq. (27).

Step 4: Let i = i + 1. If |V (i) − V (i−1)| ≤ ε

(ε is a small enough positive number), then stop the
iteration and employ u(i) to obtain the final control
law with Eq. (6); otherwise, go back to step 3.
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Note that coefficients c(i) can be computed of-
fline prior to implementing the control.

3.2 Stability and convergence analysis

In this subsection, we analyze the convergence
and stability of the proposed scheme. The Hamilto-
nian function is defined as follows:

H(x,
∂V

∂x
,u, t)

= l(x) + ||u||2R +

(
∂V

∂x

)T

(f(x) + g(x)u).

(28)

Lemma 1 (Theorem 1 in Saridis and Lee (1979))
Assume u(1)(t,x) ∈ Ωu, where t ∈ [0, T ] is an admis-
sible and arbitrary feedback control. If the function
V (x; t,u(1)) is positive definite and differentiable on
[0, T ]× R

n, which satisfies

∂V

∂t
+H(x,

∂V

∂x
,u(1), t) = 0, (29)

V (x(T ); t,u(1)) = s(x(T )), (30)

then the value function of system (1) is V (x; t,u(1)),
and

V (1)(x) = J(u(1)) =

∫ ∞

0

[l(x) + ||u(1)||2R]dt. (31)

Lemma 2 If the optimal value function V ∗(x) and
optimal control u∗ exist, and satisfy Lemma 1, then

0 < V ∗(x) ≤ V (x), u �= u∗. (32)

Proof The proof of Lemma 2 is easy to obtain from
Lemma 1.

There is a large amount of literature devoted
to designing stable regulators for nonlinear systems.
The most important and popular tool is Lyapunov’s
method. To use Lyapunov’s method, a designer
first proposes a control and then tries to find a Lya-
punov function for the closed-loop system. A Lya-
punov function is a generalized energy function of
the states, and is usually suggested by the physics
of the problem. It is often possible to find a stable
control for a particular system. Now we show that
value function V (1) is a Lyapunov function of system
(f , g,u(2)).
Theorem 1 Assume Ω is a compact set, and
u(1) ∈ Au(Ω) is an arbitrary admissible control for
system (1) on Ω, if a positive definite, differentiable

function V (1)(t,x) exists on [0,∞)×R
n and satisfies

the GHJB equation
(
∂V (1)

∂x

)T

(f + gu(1)) + l + ||u(1)||2R = 0, (33)

associated with

u(2) = −1

2
R−1gT ∂V (1)

∂x
, (34)

then ∀ t ∈ [0,∞), system (1) has bounded trajecto-
ries over [0,∞), and the stable equilibrium point is
the origin in system (1).
Proof Since V (1)(t,x) is a continuously differen-
tiable function, we take the derivative of V (1)(t,x)

along system (f , g,u(2)) and follow the equation(
∂V (1)

∂x

)T
g = −2(u(2))TR. Then we have

V̇1(t,x) =
∂V (1)

∂t
+

(
∂V (1)

∂x

)T

ẋ

=
∂V (1)

∂t
+

(
∂V (1)

∂x

)T

(f + gu(2))

=
∂V (1)

∂t
+

(
∂V (1)

∂x

)T

f +

(
∂V (1)

∂x

)T

gu(2)

=
∂V (1)

∂t
+

(
∂V (1)

∂x

)T

f − 2(u(2))TRu(2)

=
∂V (1)

∂t
+

(
∂V (1)

∂x

)T

f − 2||u(2)||2R. (35)

When t → ∞, ∂V (1)

∂t = 0, the following equation is
obtained from the GHJB equation:
(
∂V (1)

∂x

)T

f = −l− ||u(1)||2R −
(
∂V (1)

∂x

)T

gu(1).

(36)
Substituting Eq. (36) into Eq. (35), we obtain

V̇1(t,x)

= −l− ||u(1)||2R −
(
∂V (1)

∂x

)T

gu(1) − 2||u(2)||2R
= −l− ||u(1)||2R + 2(u(2))Tgu(1) − 2||u(2)||2R
= −l− uT

2 Ru(2) − (u(1) − u(2))TR(u(1) − u(2))

= −l− ||u(2)||2R − ||u(1) − u(2)||2R
< 0. (37)

The boundaries of the trajectories are established
according to system (1) over [0,∞). Under the as-
sumptions of the theorem, V̇ (1)(t,x) < 0 is a Lya-
punov function, and the stable equilibrium point is
the origin of system (1).
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We will show that if we choose an updated con-
trol according to our proposed algorithm, then the
new control improves the performance and is admis-
sible. Lemma 3 in Beard et al. (1997) is a strength-
ened version of the theorem in Saridis and Lee (1979)
of which the associated u(2) has been selected to
satisfy

||u(2)+
1

2
R−1gT ∂V (2)

∂x
|| ≤ ||u(1)+

1

2
R−1gT ∂V (1)

∂x
||.

(38)
However, it is not necessary to solve the GHJB equa-
tion by our method to satisfy the above inequality.
To obtain the construction of a feasible solution de-
veloped in the following Theorem 2, we need the
following lemma in Gong et al. (2006):
Lemma 3 Given an arbitrary function ξ(t) ∈
Wm,∞, for any t ∈ [−1, 1], there is a polynomial
pN (t) with degree N which satisfies

|ξ(t)− pN (t)| ≤ C0CN−m, ∀ t ∈ [−1, 1], (39)

where C0 = ||ξ||Wm,∞ and C is a constant inde-
pendent of N . pN(t) is called the best Nth-order
polynomial approximation of ξ(t) in the L∞ norm.
Proof It is a standard result of polynomial approx-
imations (Canuto et al., 1988).

In the GALP method, the main idea is to ap-
proximate V (x(t)) by the Nth-order Legendre poly-
nomial φN (x(t)). Let t0 = −1 < t1 < · · · < tN =

1 be the nodes defined as tk which are roots of
L̇N (t), k = 1, 2, · · · , N−1, where L̇N(t) is the deriva-
tive of the Nth-order Legendre polynomial LN(t).
Let V

N

k and uN
k be an approximation of a feasible

solution V (x(t)) evaluated at node tk. Then we can
obtain the following theorem:
Theorem 2 Given an arbitrary feasible solution
x → (V (i),u(i)) for Eq. (7), assume that x(t) ∈
Wm,∞ with m ≥ 2, and there exists an integer N0

such that N > N0 for any N . Then the GHJB
equation has a feasible solution (V

N

k ,uN
k ), k =

0, 1, · · · , N , which satisfies

|V (tk)− V
N

k | ≤ L(N − n)1−m, (40)

|u(tk)− uN
k | ≤ L(N − n)1−m, (41)

∀ k = 0, 1, · · · , N , where L is a constant.
Proof Assume that L(x(t)) is the (N − n)th-order
optimal approximation of V̇ (i)(x(t)) with respect to
the norm of L∞. According to Lemma 3, there exists

a constant C0 independent of N such that

|V̇ (i)(x(t))−L(x(t))| ≤ C0(N−n)1−m, ∀ t ∈ [−1, 1].

(42)
Define

V̂ (n)(x(t)) =

∫ T

−1

L(x(τ))dτ + V (n)(−1), (43)

V̂ (n−1)(x(t)) =

∫ T

−1

V̂ (n)(τ)dτ + V (n−1)(−1), (44)

...

V̂ (1)(x(t)) =

∫ T

−1

V̂ (2)(τ)dτ + V (1)(−1), (45)

û(x(t)) = −1

2
R−1gTV̇ (i)(x(t)). (46)

Clearly, V̂ (1)(x(t)), V̂ (2)(x(t)), · · · , V̂ (n)(x(t)) are
polynomials of degrees equal to or less than N , which
satisfy the differential Eq. (1). By definition, the
derivatives of a polynomial of degree N evaluated
at nodes t0, t1, · · · , tN are equal to the values of the
polynomials at the nodes multiplied by the differen-
tiation matrix D in Canuto et al. (1988). Thus, if
we let

V
N

k = V̂ (tk), u
N
k = û(tk), (47)

we have

D

⎡
⎢⎣
x̄N
i,0
...

x̄N
i,N

⎤
⎥⎦ = D

⎡
⎢⎣
x̂i(t0)

...
x̂i(tN )

⎤
⎥⎦ =

⎡
⎢⎣

˙̂xi(t0)
...

˙̂xi(tN )

⎤
⎥⎦

=

⎡
⎢⎣
x̂i+1(t0)

...
x̂i+1(tN )

⎤
⎥⎦ =

⎡
⎢⎣
x̄N
i+1,0
...

x̄N
i+1,N

⎤
⎥⎦ , (48)

where i = 1, 2, · · · , n− 1 and x̄N
i,k is the ith compo-

nent of x̄N
k . At i = n, we have

D

⎡
⎢⎣
x̄N
n,0
...

x̄N
n,N

⎤
⎥⎦ = D

⎡
⎢⎣
x̂n(t0)

...
x̂n(tN )

⎤
⎥⎦ =

⎡
⎢⎣

˙̂xn(t0)
...

˙̂xn(tN )

⎤
⎥⎦

=

⎡
⎢⎣
f(x̂(t0)) + g(x̂(t0))û(t0)

...
f(x̂(tN )) + g(x̂(t0))û(tN )

⎤
⎥⎦ . (49)

Therefore, (x̄N
k , ūN

k ), k = 0, 1, · · · , N , satisfy system
(1). Next, we prove that the above inequalities are
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also satisfied. We can obtain the following inequali-
ties based on Gong et al. (2006):
⎧⎪⎪⎨
⎪⎪⎩

|V (n)(x(t))− V̂ (n)(x(t))| ≤ 2C0(N − n)1−m,
...

|V (1)(x(t))− V̂ (1)(x(t)| ≤ 2nC0(N − n)1−m.

(50)
Supposing m ≥ 2, both V (x(t)) and V̂ (x(t)) are
contained in a kind of compact set. Furthermore, as
f and g are Lipschitz continuous in the compact set,
there exists a constant C1 independent of N such
that

|u(x(t))− û(x(t))|
=

1

2
|R−1gT ˙̂

V (x(t))−R−1gTV̇ (x(t))|
≤ C1

(|V̇ (n)(x(t))− p(t)|+ |V (1)(x(t))− V̂ (1)(x(t))|
+ · · ·+ |V (n)(x(t))− V̂ (n)(x(t))|). (51)

Hence, we have the following inequalities:

|V (i)(x(t))− V̂ (x(t))| ≤ C2(N − n)1−m, (52)

|u(x(t))− û(x(t))| ≤ C2(N − n)1−m, (53)

∀ i = 1, 2, · · · , n, t ∈ [−1, 1] and for some positive
constant C2 independent of N . By a similar pro-
cedure, it is proved that the endpoint condition is
satisfied. Hence, (V (i),u(i)) is a feasible discred-
ited solution. At t = tk, Eqs. (52) and (53) imply
Eqs. (40) and (41). Thus, we have constructed a fea-
sible solution to system (1) that satisfies Eqs. (40)
and (41).

4 Illustrative examples

Illustrative examples are aimed to demonstrate
the effectiveness and usefulness of the proposed
method for designing controllers. To do this, we
will show how the GALP algorithm is used to solve
the GHJB equation and obtain the optimal control
laws for nonlinear CT systems.

4.1 Comparison with the odd-symmetric ba-
sis method

In this subsection we will compare the con-
trol law obtained using our GALP algorithm with
the odd-symmetric basis method proposed by Beard
et al. (1996). The system is considered as follows:{

ẋ1(t) = x2(t),

ẋ2(t) = ε x3
1(t) + u(t),

(54)

subject to cost function

J =
1

2

∫ ∞

0

(x2
1 + x2

2 + u2)dt. (55)

Beard et al. (1996) solved this problem using
a Galerkin approximation method with an odd-
symmetric basis. When ε = 1, the GHJB equation
for system (54) is

H(x,p) = x2p1+x3
1p2−

1

2
p22+

1

2
x2
1+

1

2
x2
2 = 0, (56)

where x = [x1, x2]
T, p = ∂V

∂x = [p1, p2]
T. The op-

timal control for system (54) is easy to obtain as
u∗ = p2. Beard et al. (1996) developed fourth-order
approximations for this system:

uB(x) = −1.0376x1 − 1.7975x2 − 1.3079x3
1

− 1.3429x2
1x2 − 0.4664x1x

2
2 − 0.74x3

2. (57)

The control is compared to the solution obtained by
the GALP approach for x1(0) ∈ (−1, 1) and x2(0) =

0. We use Legendre polynomials up to degree 4 as
basis functions, and when GALP is applied to the
system, the following control is calculated for i = 9:

uG(x) = −1.0105x1 − 1.6326x2 − 0.6245x3
1

− 1.5325x2
1x2 − 0.8513x1x

2
2 − 0.3136x3

2.

(58)

Figs. 1 and 2 show the results obtained us-
ing Beard’s control method and the GALP control
method, respectively. In these figures, uB refers to
Beard’s method, and uG refers to our proposed con-
trol method. The optimal feedback control obtained
by the GALP method is better than that obtained
by Beard et al. (1996)’s method. Moreover, the com-
putational cost of the approximation optimal control
with the GALP approach can be reduced when the
stop criterion is strengthened.

4.2 Comparison with the exact linearization
method

In this subsection we will compare our method
with the method of exact feedback linearization. We
use the following system:{

ẋ1(t) = −x3
1(t)− x2(t),

ẋ2(t) = x1(t) + x2(t) + u(t).
(59)

The control objective is to minimize the quadratic
cost function

J =

∫ ∞

0

[
xT(t)x(t) + u2(x(t))

]
dt. (60)
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Fig. 1 uB for the optimal control problem obtained
using Beard’s control method
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Fig. 2 uG for the optimal control problem obtained
using the GALP control method

Isidori (2013) linearized this system using the
state feedback as follows:

u(x) = 3x5
1 + 3x2

1x2 − x2 + v (61)

and the coordinate transformation{
z1 = −x1,

z2 = x3
1 + x2.

(62)

In the new coordinates, system (59) becomes
{

ż1(t) = −z2(t),

ż2(t) = z1(t) + v.
(63)

Now we can obtain the optimal control for the trans-
formed system using LQR theory with respect to the
cost function

J =

∫ ∞

0

[
zT(t)z(t) + v2(z(t))

]
dt. (64)

It is easy to obtain the control law

v(z) = 0.4142z1 − 1.3522z2. (65)

The suboptimal control synthesized by exact lin-
earization is given by substituting Eq. (62) into
Eq. (65) to obtain v(x), and then using Eq. (61)
to obtain

uI(x) = 3x5
1 + 3x2

1x2 − x2 + 0.4142x1

− 1.3522x3
1 − 1.3522x2. (66)

The control uI(x) is stable on R
2. Because Ω

is a compact set, we can let Ω = [−1, 1] × [−1, 1]

for simplicity. In this example we use Legendre base
functions to approximate the solution to the GHJB
equation instead of the odd-symmetric basis func-
tions in Beard et al. (1997). Using our method to a
sixth-order approximation, we obtain the following
feedback control:

u
(6)
G (x)

= 0.1753x1 − 2.6765x2 − 0.7588x1x
2
2 + 0.5018x3

2

− 1.5638x2
1x2 − 0.8645x3

1 + 0.7913x1x
4
2

− 0.0628x5
2 − 0.2687x2

1x
3
2 + 0.5372x3

1x
2
2

− 0.7635x4
1x2 + 0.6820x5

1. (67)

The value function VI with respect to control
uI is compared with the cost function V

(6)
G associ-

ated with control u(6)
G obtained from the GALP algo-

rithm (Fig. 3). In this example, it is shown that our
method performs much better than exact feedback
linearization.
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Fig. 3 Comparison with feedback linearization

5 Conclusions

It is important to have a numerical algorithm
to approximate the solution to the HJB equation
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in the nonlinear optimal control problem. A new
GALP method is proposed which provides a subop-
timal solution to the GHJB equation. The method
can be used to find a numerical solution to the GHJB
equation. The resulting control laws are stable and
converge to the optimal control laws.
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