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#### Abstract

The current massive use of digital communications demands a secure link by using an embedded system (ES) with data encryption at the protocol level. The serial peripheral interface (SPI) protocol is commonly used by manufacturers of ESs and integrated circuits for applications in areas such as wired and wireless communications. We present the design and experimental implementation of a chaotic encryption and decryption algorithm applied to the SPI communication protocol. The design of the chaotic encryption algorithm along with its counterpart in the decryption is based on the chaotic Hénon map and two methods for blur and permute (in combination with DNA sequences). The SPI protocol is configured in 16 bits to synchronize a transmitter and a receiver considering a symmetric key. Results are experimentally proved using two low-cost dsPIC microcontrollers as ESs. The SPI digital-to-analog converter is used to process, acquire, and reconstruct confidential messages based on its properties for digital signal processing. Finally, security of the cryptogram is proved by a statistical test. The digital processing capacity of the algorithm is validated by dsPIC microcontrollers.
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## 1 Introduction

Embedded systems (ESs) are increasingly used to develop and integrate a large number of electronic devices for wired and wireless communication applications. Depending on the application, it is more convenient and economical to use a communication protocol that allows the use of fewer communication lines and in which the transmitted information is secure (Barr and Massa, 2006). Within the commu-

[^0]nication protocols there are the inter-integrated circuit $\left(\mathrm{I}^{2} \mathrm{C}\right)$ and the serial peripheral interface (SPI) protocols. Both are suitable for data transfer among peripherals with low or medium speed for communications of electronic integrated circuits (ICs). The $\mathrm{I}^{2} \mathrm{C}$ protocol was created by Philips Semiconductors (1995, 2003), and the SPI protocol was created by Motorola Inc. (2003). Both types of protocols coexist in modern digital electronic systems, and probably these protocols will continue complementing each other in the future because they are inexpensive for implementation (Oudjida et al., 2009).

The SPI protocol allows communication among peripherals and electronic devices. The mode of connection between these devices can be assigned in master and slave modes. The devices are controlled,
for example, by using a microcontroller as the main unit in master-mode to control a digital-to-analog converter (DAC) as a peripheral in slave-mode (Leens, 2009). The SPI protocol has been adopted by many manufacturers of ICs in wired and wireless communications because SPI protocols require fewer communication lines and their implementations are low-cost. Examples are digital signal processing (DSP), digital image, digital audio, security, and some specific applications such as global positioning system (GPS), gyroscope, universal serial bus (USB) interface, controller area network (CAN) interface, Ethernet controller, radio transceiver module, Bluetooth communication, advanced touchscreen controller, DAC, analog-to-digital converter (ADC), audio codec chip, optical finger sensor module, and data storage with serial flash embedded memory. Some implementations on ESs using the SPI protocol are reported in the literature, for example, the control system design for agricultural vehicles together with CAN protocol (Tumenjargal et al., 2013), secure communications with data transmission based on encryption algorithms using SPI protocol (Jyothi et al., 2012), interfaces with SPI and $\mathrm{I}^{2} \mathrm{C}$ protocols implemented with field programmable gate array (FPGA) (Oudjida et al., 2009), nano-power wireless wake-up receiver (Marinkovic and Popovici, 2011), and applications of SPI protocol for an integrated amplifier with passive neutralization of myoelectric interference from neural recording tripoles (Demosthenous et al., 2013).

On the other hand, modern cryptography includes different encryption techniques, for example, algorithms for image encryption like triple data encryption algorithm (3DES), advanced encryption standard (AES), and international data encryption algorithm (IDEA) (Muhaya et al., 2009). The literature reported the use of chaotic maps and hyperchaotic systems to encrypt information for different applications such as secure e-mail communication (Aguilar-Bustos et al., 2010), chaos-based cryptosystems on DSP (Guglielmi et al., 2009; Rhouma and Belghith, 2011), experimental network synchronization via plastic optical fiber (Arellano-Delgado et al., 2012), robust synchronization of chaotic systems using sliding mode and feedback control (Li et al., 2014), and recent RGB image encryption algorithms (Murillo-Escobar et al., 2015a; Liu et al., 2016).

To implement chaotic systems in an ES, we need robust processors based on DSPs or FPGAs because their architectures are robust, and these microprocessors have more processing capacity (Azzaz et al., 2013). In this sense, the microcontrollers in ESs represent an economical alternative for encryption applications using chaos to generate pseudo-random sequences (Murillo-Escobar et al., 2015a). The dsPIC microcontroller is an alternative for implementation at low cost, and the architecture and properties of DSP allow the performance of mathematical calculations with high precision. These microcontrollers gather sufficient conditions as a central part of an ES (Jasio, 2008). dsPIC microcontrollers have been used in some studies (Siddiqui et al., 2015; Uriz et al., 2016).

Microchip Technology Inc. is a manufacturer of dsPIC microcontrollers. The dsPICs were optimized by hardware and software for DSP applications and data encryption, for example, symmetric encryption keys, anti-symmetric encryption security testing for Web access, XML transactions security, virtual private networks, transfer and safety calibration data storage with cryptographic algorithms 3DES and AES (128 bits) (Microchip Technology Inc., 2006, 2018). However, studies on data encryption at the level of SPI protocol where the messages are hidden using algorithms based on chaos, and studies on the performance of these algorithms in ESs (in low cost implementation) for DSP applications have not yet been reported in the literature.

In this study, we present the design and experimental implementation of a chaotic encryption and decryption algorithm applied to the SPI communication protocol with DSP studies for the acquisition, processing, and reconstruction of messages. The implementation of the ES is developed using two dsPIC microcontrollers with low cost of implementation. The dsPIC transmitter contains the encryption algorithm and the dsPIC receiver contains the decryption algorithm in reverse order of the encryption algorithm. For the design of the encryption and decryption algorithms, the use of a chaotic discrete map in combination with DNA sequences, and two diffusion and confusion methods to hide the information are proposed. The properties of SPI protocol are used to establish the link and achieve synchronization of dsPIC microcontrollers. For DSP application, three experimental tests, sensitivity of secret keys, function
generator, and voice recording, are performed. The experimental results are proved using an external DAC. In addition, statistical tests are carried out on a cryptogram to prove that the SPI protocol generates pseudo-random (PR) sequences.

## 2 Description of the embedded chaotic cryptosystem

### 2.1 SPI protocol

The SPI protocol is used for communication of the ESs because it has an easy configuration, fast serial data bus transmission, and low-quantity lines for connecting other peripherals (ICs or devices). Many manufacturers of microcontrollers and microprocessors have adopted the SPI protocol to be implemented directly by hardware from one or three dedicated ports. The data transmission communication protocol is full-duplex and the operation modes are master or slave. The SPI protocol specifies four wires connected using external pins. One of these pins is the master-output to slave-input (MOSI) used to connect from master to slave devices. This pin is also referred to as serial data output (SDO). The pin master-input to slave-output (MISO) is used to connect from master to slave devices. In addition, this pin is referred to as serial data input (SDI). The pin serial clock (SCK) is used to synchronize the data transfer from master to slave devices. The slave select (SS) is the pin that selects from master to slave devices (Motorola Inc., 2003).

The dsPIC devices feature SPI modules. This SPI module is configured using internal registers that consist of mainly 16 -bit shift registers. This shift register ( $\mathrm{SPI} z \mathrm{SR}$ where $z$ indicates the number of the SPI modules) is used to shift data in and out from the buffer register (SPIzBUF). The control register (SPIzCON) configures the SPI module. The statistical register (SPIzSTAT) shows the status conditions of the operations of the SPI module, where the flag SPIRBF allows verification if the reception of a word with 16 bits from another external device is accomplished (Microchip Technology Inc., 2004).

In this study, we propose the SPI protocol configuration with 16 bits using two dsPICs and external DACs. To program the dsPICs we use the Mikroc Pro as the dsPIC compiler (Mikroelectronika, 2014). Fig. 1 shows the complete block diagram of the embedded chaotic cryptosystem transmitting and receiving encrypted messages using the SPI protocol. The dsPIC transmitter (configured in master-mode) first processes the initial message $m(t)$ with confidential information. This message is encrypted and transmitted using the SPI protocol. The receiver dsPIC is considered mainly as a transceiver where the SPI configuration is switched from slave-mode to master-mode. It first receives and decrypts $m(t)$, and after that it transmits the decrypted message $m^{\prime}(t)$ to an external DAC (configured as slave-mode), and the message $m^{\prime}(t)$ is rebuilt.

### 2.2 Hardware description of implemented ES

The benefits of the dsPIC microcontrollers are


Fig. 1 Block diagram of the embedded cryptosystem (references to color refer to the online version of this figure)
used to obtain and prove the results using the SPI communication protocol with DSP applications.

Table 1 shows the description of hardware assigned to an ES to connect ICs through the SPI protocol.

### 2.3 Generating PR sequences

To demonstrate the experimental results, Fig. 2 shows the design of an alternative ES for a discrete chaotic system with two dimensions (MéndezRamírez et al., 2015). The SPI configuration of the dsPIC U1 is in master-mode, and the DACs U3 and U4 are in slave-mode. The algorithm of the chaotic map is processed by U 1 . The states $x_{1(n)}$ and $x_{2(n)}$ show the chaotic behaviors reproduced by U3 and U4, respectively. The results of processing algorithms, to encrypt and decrypt, are implemented in transmitter U1 and receiver U2.

To generate PR sequences we consider the chaotic Hénon map (Hénon, 1976):

$$
\left\{\begin{array}{l}
x_{1(n+1)}=1-\alpha x_{1(n)}^{2}+x_{2(n)}  \tag{1}\\
x_{2(n+1)}=\beta x_{1(n)}
\end{array}\right.
$$

Table 1 Hardware description of embedded cryptosystem

| Unit | IC description | Function |
| :---: | ---: | :--- |
| U1 | Microcontroller <br> dsPIC30F4013 | Transmitter |
| U2 | Microcontroller <br> dsPIC30F4013 | Receiver (transceiver) |
| U3 | DAC MCP4921 | State representation $x_{1(n)}$ |
| U4 | DAC MCP4921 | State representation $x_{2(n)}$ |
| U5 | DAC MCP4921 | Recovered message $m^{\prime}(t)$ |
| U6 | DAC MCP4921 | Cryptogram representation <br> (intruder) |
|  |  |  |



Fig. 2 An ES to represent the states $\left(x_{1(n)}\right.$ and $\left.x_{2(n)}\right)$ of the discrete chaotic map
where $\alpha$ and $\beta$ are bifurcation parameters.
We use parameters $\alpha=0.5, \beta=0.3$, and initial conditions $x_{1(0)}=0.5$ and $x_{2(0)}=0.1$.

The Hénon map is implemented on the ES (Fig. 2). The phase plane of states $x_{2(n)}$ vs. $x_{1(n)}$ is shown in Fig. 3, where unfortunately the data concentration and dispersion of the strange attractor is homogeneous.


Fig. 3 Phase plane representation $x_{2(n)}$ vs. $x_{1(n)}$ of the chaotic Hénon map (Eq. (1))

We propose a depurated Hénon map to improve the heterogeneity in the concentration and dispersion of data, where the values of states $x_{1(n)}$ and $x_{2(n)}$ are converted to values between 0 and 1 . The first three and four integer numbers in the states $x_{1(n)}$ and $x_{2(n)}$ are removed respectively to obtain only the decimal numbers on Hénon map (Eq. (1)), and the depurated Hénon map is obtained,

$$
\left\{\begin{align*}
x_{\operatorname{lm}(n)}= & 1000\left(1.3+x_{1(n)}\right)  \tag{2}\\
& -\operatorname{floor}\left(1000\left(1.3+x_{1(n)}\right)\right) \\
x_{2 \mathrm{~m}(n)}= & 10000\left(0.5+x_{2(n)}\right) \\
& -\operatorname{floor}\left(10000\left(0.5+x_{2(n)}\right)\right)
\end{align*}\right.
$$

where $x_{1 \mathrm{~m}(n)}, x_{2 \mathrm{~m}(n)} \in[0,1]$ are the states of the depurated chaotic map, and the subscript ' $m$ ' denotes that the chaotic discrete standard Hénon map (SHM) (Eq. (1)) is modified. Two depurated chaotic maps with similar features were reported by MurilloEscobar et al., (2015b) and Liu et al. (2016). Fig. 4 shows the phase plane $x_{2 \mathrm{~m}(n)}$ vs. $x_{1 \mathrm{~m}(n)}$ with the depurated attractor on U1, where there is a change in the data dispersion of the chaotic depurated Hénon map (DHM) (Eq. (2)).

To show the improved data distribution of chaotic DHM with respect to SHM, the histogram comparison is shown in Fig. 5. Fig. 5a shows the state $x_{1(n)}$ of SHM (Eq. (1)), and Fig. 5b shows the state $x_{1 \mathrm{~m}(n)}$ of DHM (Eq. (2)) with $n=20000$, where the data distribution is clearly improved.

Finally, the states $x_{1 \mathrm{~m}(n)}$ and $x_{2 \mathrm{~m}(n)}$ of DHM (Eq. (2)) are considered to generate two PR sequences in the encryption and decryption stages, and each number of the PR sequences is generated in one iteration $n$ in the U 1 and U 2 algorithms.


Fig. 4 Phase plane representation $x_{2 m(n)}$ vs. $x_{1 m(n)}$ of the chaotic depurated Hénon map (Eq. (2)) ( $n=20000$ )


Fig. 5 Histograms: (a) state $x_{1(n)}$ of SHM; (b) state $x_{1 \mathrm{~m}(n)}$ of DHM

### 2.4 Secret key definition

The secret key is symmetric, and is defined by initial conditions and parameters of SHM and DHM. The key must be secure, and it should be subject to a value greater than $2^{100}$ (Alvarez and Li, 2006).

The standard IEEE-754 with extension AN575 to 32 bits for the numerical representation of dsPICs is used, as reported by Microchip Technology Inc. (1997). Table 2 shows the numerical representation of
floating point formats with operating intervals that dsPICs microcontrollers use as standard.

Table 2 Microchip standard IEEE-754 for 32 bits

| Value | $e b$ | $e$ | $\left\|A^{*}\right\| f^{*}$ | Decimal |
| :---: | :---: | :---: | :---: | :---: |
| MAX | 0xFF | 128 | 7FFFFF | $6.805646930 \times 10^{38}$ |
| MIN | $0 \times 01$ | -128 | 000000 | $1.17549435 \times 10^{-38}$ |

$e b$ is a biased exponent; $e$ is the exponent or characteristic; $f^{*}$ is the fraction or mantissa; $\left|A^{*}\right|$ is the decimal number

According to the intervals in Table 2, there are a maximum 0xFF7FFFFF and a minimum 0x01000000 in the hexadecimal base. The maximum interval represented in the decimal base is 4286578687 which is equivalent to subtracting $2^{32}$ less $2^{23}$, the result being $2^{31}$. By performing the calculations, representation of four numbers is obtained as

$$
\begin{equation*}
2^{31} \cdot 2^{31} \cdot 2^{31} \cdot 2^{31}=2^{124}>2^{100} . \tag{3}
\end{equation*}
$$

A space of keys can be represented in numerical base. We propose the following hexadecimal notation as the 124-bit secret key: FF7F FFFF FF7F FFFF FF7F FFFF FF7F FFFF.

The notation of Microchip standard IEEE-754 for 32 bits is used to build the key space with the parameters and initial conditions of SHM. Table 3 shows the build of the secret key for 124 bits where float decimal and hexadecimal notations are used.

The secret key is built with one slight variation of the parameters and initial conditions of SHM. Table 4 shows the set of three keys using parameters and different initial conditions of SHM.

## 3 Transmission process

The transmission process of confidential message $m(t)$ is divided into three stages: acquisition

Table 3 Notation of secret key

| Secret <br> key <br> notation | Parameters and initial conditions of SHM |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\alpha$ | $\beta$ | $x_{1(0)}$ | $x_{2(0)}$ |
| Float <br> decimal | 1.4 | 0.3 | 1.1121212 | 0.4654655 |
| Float 32 | $3 \mathrm{~F} \mathrm{B3}$ | 3 E 99 | $3 \mathrm{~F} \mathrm{8E}$ | 3 E EE |
| bits <br> $($ IEEE $)$ | 3333 | 999 A | 59 FD | 517 E |

Table 4 Set of secret keys

| Secret key | Notation | Parameters and initial conditions of SHM |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\alpha$ | $\beta$ | $x_{1(0)}$ | $x_{2(0)}$ |
| $K_{1}$ | Float decimal | 1.4 | 0.3 | 1.1121213 | 0.4654655 |
|  | Float 32 bits (IEEE) | 3F B3 3333 | 3E 9999 9A | 3 F 8 E 59 FE | 3E EE 517 E |
| $K_{2}$ | Float decimal | 1.4 | 0.3 | 1.1121212 | 0.4654659 |
|  | Float 32 bits (IEEE) | 3F B3 3333 | 3E 9999 9A | 3F 8E 59 FD | 3E EE 518 E |
| $K_{3}$ | Float decimal | 1.4 | 0.298046886920929 | 1.1121212 | 0.4654655 |
|  | Float 32 bits (IEEE) | 3F B3 3333 | 3E 9899 9A | 3F 8E 59 FD | 3E EE 517 E |

process, encryption stage, and transmission of encrypted message. Fig. 6 illustrates the description of the transmission process.

### 3.1 Acquisition process

The feature of the ADC within U1 allows the acquisition of digital or continuous signals (Microchip Technology Inc., 2004). This dsPIC U1 has 13 ADC channels with a conversion rate (CR) of $100 \mathrm{ks} / \mathrm{s}$ and a 12-bit resolution for each channel. The conversion result of message $m(t)$ is contained in the ADCBUF0 register with 16 bits, where 12 bits corresponding to ADC results and the remaining 4 bits are used as registers of general purpose (RGP). We define vector $\boldsymbol{A}$ as the equivalent of ADCBUF0 where each element is expressed as $a_{k}(k=1,2, \ldots, 16)$,

$$
\begin{equation*}
\boldsymbol{A}=\left[a_{1}, a_{2}, \ldots, a_{16}\right] \tag{4}
\end{equation*}
$$

where $a_{k} \in[0,1]$. The elements $a_{1}$ to $a_{12}$ represent the analogic conversion result using the ADC of U1 and the elements $a_{13}$ to $a_{16}$ are regarded as RGP that can be used for channel communication, control instructions, etc. Table 5 shows the bit conversion of register ADCBUF0 and the representation of vector $\boldsymbol{A}$ where $m(t)$ is contained.

In traditional signal processing, to not lose information, the Nyquist-Shannon theorem shows that in uniformly sampling a signal we must sample at least twice (Nyquist, 1928; Shannon, 1949). The message size directly depends on the maximum frequency $f_{\max }$ of message $m(t)$, and sampling frequency $f_{\mathrm{s}}$ that the algorithm of U1 can process. These frequencies are related by

$$
\begin{equation*}
f_{\mathrm{s}} \geq 2 f_{\max } \tag{5}
\end{equation*}
$$

An antialiasing filter is required at the inputs of


Fig. 6 Block diagram of the transmitter (references to color refer to the online version of this figure)

Table 5 Bit description of register ADCBUF0

| Bits $15-12($ RGP $)$ | Bits $11-0$ |
| :---: | :---: |
| Elements $a_{13}$ to $a_{16}$ | The elements $a_{1}$ to $a_{12}$ contain the <br> message $m(t)$ |

the analog channels of U1, where the cut-off frequency of this filter $f_{\mathrm{c}}$ has to be fixed such that

$$
\begin{equation*}
f_{\max }<f_{\mathrm{c}}<f_{\mathrm{s}} \tag{6}
\end{equation*}
$$

### 3.2 Encryption stage

The message encryption considers two subprocesses: the so-called diffusion and confusion methods. We describe these methods using the states of the depurated chaotic Hénon map (Eq. (2)).

### 3.2.1 Diffusion method

The blur method consists in hiding the information of message $m(t)$ by performing a logic operation on the elements of vector $\boldsymbol{A}$. We use the state $x_{1 \mathrm{~m}(n)}$ of the depurated chaotic map with a numerical arrangement to generate values from 0 to 65535 . The result is described as

$$
\begin{align*}
O_{\mathrm{ex}(\mathrm{U} 1)} & =2^{k} x_{\operatorname{lm}(n)}=2^{k}\left[1000\left(1.3+x_{1(n)}\right)\right.  \tag{7}\\
& \left.- \text { floor }\left(1000\left(1.3+x_{1(n)}\right)\right)\right] .
\end{align*}
$$

Eq. (7) can also be defined as vector $\boldsymbol{B}$ with 16 equivalent elements:

$$
\begin{equation*}
\boldsymbol{B}=\left[b_{1}, b_{2}, \ldots, b_{16}\right] . \tag{8}
\end{equation*}
$$

The OR-EX logic operation is calculated with each element of vectors $\boldsymbol{A}$ and $\boldsymbol{B}$. The information of vector $\boldsymbol{A}$ is hidden, and the results are defined by vector $\boldsymbol{C}$ :

$$
\begin{equation*}
\boldsymbol{C}=\left[a_{1} \oplus b_{1}, a_{2} \oplus b_{2}, \ldots, a_{16} \oplus b_{16}\right]=\left[c_{1}, c_{2}, \ldots, c_{16}\right] . \tag{9}
\end{equation*}
$$

### 3.2.2 Confusion method

This method consists in building a matrix with PR numbers extracted from a DNA database. The construction of the DNA matrix is described in Appendix. The matrix (Eq. (A1)) shows the DNA sequences with the details of positions. This matrix has a dimension of $r \times s$, where $r$ represents the number of rows and $s$ represents the number of columns. The elements show disordered positions from 1 to higher values of $k$. These disordered elements are considered as one sequence. For each row $r$ of the matrix (Eq. (A1)), the sequence of $k$ elements is repeated twice.

For this process the same elements of the matrix (Eq. (A1)) are considered for the DNA sequence matrix referred to as $\boldsymbol{D}$. This matrix consists of $r=24$ sequences of $s=32$ elements, i.e.,

$$
\boldsymbol{D}=\left[\begin{array}{cccc}
d_{1,1} & d_{1,2} & \cdots & d_{1, s}  \tag{10}\\
d_{2,1} & d_{2,2} & \cdots & d_{2, s} \\
\vdots & \vdots & & \vdots \\
d_{r, 1} & d_{r, 2} & \cdots & d_{r, s}
\end{array}\right] .
$$

The confusion algorithm consists in permuting the position of $k=16$ elements of vector $\boldsymbol{C}$. We calculate a numerical arrangement from states of DHM (Eq. (2)), and these states define the initial coordinates to obtain a new vector with 16 new positions permuted from Eq. (10). The initial coordinates are described as

$$
\left\{\begin{align*}
i=x_{\operatorname{lm}(n)} r= & {\left[1000\left(1.3+x_{1(n)}\right)\right.}  \tag{11}\\
& \left.\quad-\operatorname{floor}\left(1000\left(1.3+x_{1(n)}\right)\right)\right] r, \\
j=x_{2 \mathrm{~m}(n)} \frac{s}{2}= & {\left[10000\left(0.5+x_{2(n)}\right)\right.} \\
& \left.-\operatorname{floor}\left(10000\left(0.5+x_{2(n)}\right)\right)\right] \frac{s}{2},
\end{align*}\right.
$$

where $i, j$ are integers, and $i=\left\{0 \leq x_{1 \mathrm{~m}(n)} \leq 1\right\} \in[1, r]$ and $j=\left\{0 \leq x_{2 \mathrm{~m}(n)} \leq 1\right\} \in[1, s]$ define the rows and columns of the matrix $\boldsymbol{D}$, respectively. The initial coordinates of $d_{i, j}$ allow the finding of the initial position of a sequence up to the complete 16 positions with the last referred to as $d_{i, j+15}$,

$$
\boldsymbol{D}=\left[\begin{array}{cccc}
d_{i, j} & d_{i, j+1} & \cdots & d_{i, j+31}  \tag{12}\\
d_{i+1, j} & d_{i+1, j+1} & \cdots & d_{i+1, j+31} \\
\vdots & \vdots & & \vdots \\
d_{i+23, j} & d_{i+23, j+1} & \cdots & d_{i+23, j+31}
\end{array}\right]
$$

Finally, the confusion process is calculated by Eq. (12), and the result is contained in the new row vector $\boldsymbol{E}$. The first element $e_{j}$ of vector $\boldsymbol{E}$ contains the first element $c_{1}$ of vector $\boldsymbol{C}$ that is referred to as the first position of element $d_{i, j}$ of vector $\boldsymbol{D}$ until 16 elements are completed, and the last element $c_{16}$ corresponds to the element $e_{j+15}$ that is referred to as the position $d_{i, j+15}$ of vector $\boldsymbol{D}$,

$$
\begin{align*}
\boldsymbol{E} & =\left[c_{1}, c_{2}, \ldots, c_{16}\right]=\left[d_{i, j}, d_{i, j+1}, \ldots, d_{i, j+15}\right]  \tag{13}\\
& =\left[e_{j}, e_{j+1}, \ldots, e_{j+15}\right] .
\end{align*}
$$

### 3.3 Transmission of encrypted messages

The encryption algorithm is processed on U1. The encrypted information of $m(t)$ is contained in row vector $\boldsymbol{E}$, where the 16 elements are equivalent to one word of 16 bits, and when this word is transmitted it corresponds to one iteration $n$.

Now, we configure the SPI protocol in mastermode. U1 is connected with U 2 using the pins. SS 1 is connected with SS2, SDO is connected with SDI2, and SCK is the common clock to synchronize the dsPICs. Finally, the word contained in vector $\boldsymbol{E}$ is transmitted from U1 to U2.

## 4 Cryptogram

In this section, we describe the statistical tests to prove the hypothesis that $m(t)$ is secure from the observer standpoint. To show whether the proposed algorithm reproduces PR sequences, we perform the statistical tests to the cryptogram extracted from U1.

Fig. 7 shows the block diagram of an ES where an intruder intervenes in the SPI protocol using an external DAC U6. U1 is connected with U6 using the following pins: SS1 connected with EDAC6, SDO connected with SDI6, and SCK is the common clock to synchronize the dsPIC with the external DAC. The rebuilt encrypted message $m(t)$ is obtained, but the intruder cannot read the data.

We present test results of the behavioral analysis of the sequence generator obtained from the proposed encryption algorithm. Here, we consider encrypted binary sequences with length $n=20000$ bits generated from U1. The binary sequence is read and stored by a computer after we calculate the statistical tests by MATLAB. We perform statistical tests to check whether the encrypted algorithm generates sufficiently secure PR sequences (Menezes et al., 1996; Yalcin et al., 2004; Fúster et al., 2012). Table 6 shows


Fig. 7 Block diagram of an ES, where an intruder intervenes the cryptogram generated from U 1 to U 2 using U6 (references to color refer to the online version of this figure)
the results of five tests. These results demonstrate that the proposed encryption algorithm successfully passes all the statistical tests and the algorithm can generate PR sequences.

## 5 Reception process

The reception process is the same as that for the transmission process (Section 3), but the diffusion and confusion processes are performed in inverted stages. The processes are divided into three stages: reception of encrypted message, decryption process, and transmission of recovered message (Fig. 8).

Table 6 Statistical test results

| Test | Proposed <br> system | Required <br> values | Parameter |
| :--- | :---: | :---: | :---: |
| Frequency test $X_{1}$ | 1.6562 | $<3.8415$ | - |
| Serial test $X_{2}$ | 3.0873 | $<5.9915$ | - |
| Poker test $X_{3}$ | 10.87008 | $<14.0671$ | $m=3$ |
|  | 17.2160 | $<24.9958$ | $m=4$ |
|  | 40.5280 | $<44.9853$ | $m=5$ |
|  | 71.750 | $<82.5287$ | $m=6$ |
| Runs test $X_{4}$ | 6.1505 | $<9.4877$ | $k=3$ |
|  | 6.9181 | $<12.5916$ | $k=4$ |
|  | 8.7414 | $<15.5073$ | $k=5$ |
| Autocorrelation | 11.9391 | $<18.3070$ | $k=6$ |
| test $X_{5}$ | -0.3960 | $-1.96<X_{5}$ | - |



Fig. 8 Block diagram of receiver (references to color refer to the online version of this figure)

### 5.1 Reception of the encrypted message

We use the properties of the SPI protocol to synchronize U1 with U2. The dsPIC U2 is always waiting for the first word with 16 bits that contains the 16 elements of vector $\boldsymbol{E}$ from U1, which is the first iteration $n$. At first, the SPI configuration of U 2 is in slave-mode, because it is waiting for the encrypted message from U1. Then the SPI configuration changes to master-mode because the decrypted message $m^{\prime}(t)$ is transmitted to U5.

The decryption algorithm of U 2 is configured to constantly check if the word of 16 bits from U1 is successfully received. We consider $z=1$ in the configuration of the SPI module on U2. The flag SPIRBF of the internal register SPI1STAT allows verification on whether reception of a word with 16 bits from U1 is accomplished. Finally, vector $\boldsymbol{F}$ contains the reception of the encrypted message:

$$
\begin{equation*}
\boldsymbol{F}=\left[f_{j}, f_{j+1}, \ldots, f_{j+15}\right] \tag{14}
\end{equation*}
$$

### 5.2 Decryption stage

We use the same proposed methods with the same features as in the encryption stage (Section 3.2), but in the reverse order. The secret key is symmetric, and therefore it is mandatory that the U 2 algorithm contains the same initial condition and parameters of the chaotic map (Eq. (1)).

### 5.2.1 Reverse process of confusion method

To generate PR sequences we use the SHM and DHM, but the notations of state variables are changed to differentiate the transmission and reception stages. Define the state variables $y_{1(n)}, y_{2(n)}$, and parameters $\gamma$, $\delta$ of the new Hénon map used in this stage as

$$
\left\{\begin{array}{l}
y_{1(n+1)}=1-\gamma y_{1(n)}^{2}+y_{2(n)}  \tag{15}\\
y_{2(n+1)}=\delta y_{1(n)}
\end{array}\right.
$$

The depurated states are referred to as $y_{1 \mathrm{~m}(n)}$ and $y_{2 \mathrm{~m}(n)}$. The initial coordinates are described as

$$
\left\{\begin{aligned}
l=y_{\operatorname{lm}(n)} v= & {\left[1000\left(1.3+y_{1(n)}\right)\right.} \\
& \left.-\operatorname{floor}\left(1000\left(1.3+y_{1(n)}\right)\right)\right] v \\
u=y_{2 \mathrm{~m}(n)} \frac{w}{2} & =\left[10000\left(0.5+y_{2(n)}\right)\right. \\
& \left.-\operatorname{floor}\left(10000\left(0.5+y_{2(n)}\right)\right)\right] \frac{w}{2}
\end{aligned}\right.
$$

where $l$ and $u$ are integers, and $l=\left\{0 \leq y_{1 \mathrm{~m}(n)} \leq 1\right\} \in[1, v]$ and $u=\left\{0 \leq y_{2 \mathrm{~m}(n)} \leq 1\right\}$ with $l \in[1, w]$ define the rows and columns respectively to determine the positions of the elements for the new DNA matrix $\boldsymbol{G}$. This matrix contains the same elements as matrix $\boldsymbol{D}$ (Eq. (10)). The initial coordinates $g_{l, u}$ allow the finding of the initial position of a sequence until 16 positions are completed and the last position is referred to as $g_{l, u+15}$,

$$
\boldsymbol{G}=\left[\begin{array}{cccc}
g_{l, u} & g_{l, u+1} & \cdots & g_{l, u+31}  \tag{17}\\
g_{l+1, u} & g_{l+1, u+1} & \cdots & g_{l+1, u+31} \\
\vdots & \vdots & & \vdots \\
g_{l+23, u} & g_{l+23, j+1} & \cdots & g_{l+23, u+31}
\end{array}\right] .
$$

Vector $\boldsymbol{F}$ contains $m(t)$, and the confusion process is performed using Eqs. (14)-(17). The new row vector $\boldsymbol{H}$ is obtained. The first element $h_{u}$ of vector $\boldsymbol{H}$ contains the first element $f_{j}$ of vector $\boldsymbol{F}$, and the last element $f_{j+15}$ is referred to as $h_{u+15}$,

$$
\begin{align*}
\boldsymbol{H} & =\left[f_{j}, f_{j+2}, \ldots, f_{j+15}\right]=\left[g_{l, u}, g_{l, u+1}, \ldots, g_{l, u+15}\right] \\
& =\left[h_{u}, h_{u+1}, \ldots, h_{u+15}\right] . \tag{18}
\end{align*}
$$

### 5.2.2 Reverse process of diffusion method

This method uses the SHM (Eq. (15)) and one state $y_{1 \mathrm{~m}(n)}$ of DHM (Eq. (16)). A numerical arrangement is calculated to generate values from 0 to 65535 and the result is defined as

$$
\begin{align*}
O_{\mathrm{ex}(\mathrm{Ul})}=2^{k} y_{1 \mathrm{~m}(n)} & =2^{k}\left[1000\left(1.3+y_{1(n)}\right)\right. \\
& \left.- \text { floor }\left(1000\left(1.3+y_{1(n)}\right)\right)\right] \tag{19}
\end{align*}
$$

where vector $\boldsymbol{P}$ defines the 16 equivalent elements,

$$
\begin{equation*}
\boldsymbol{P}=\left[p_{1}, p_{2}, \ldots, p_{16}\right] \tag{20}
\end{equation*}
$$

The OR-EX logic operation is calculated on each element of vector $\boldsymbol{H}$ with respect to vector $\boldsymbol{P}$. Finally, the decrypted message $m^{\prime}(t)$ is found and the data are contained in vector $\boldsymbol{Q}$ :

$$
\begin{align*}
\boldsymbol{Q} & =\left[h_{1} \oplus p_{1}, h_{2} \oplus p_{2}, \ldots, h_{16} \oplus p_{16}\right]  \tag{21}\\
& =\left[q_{1}, q_{2}, \ldots, q_{16}\right] .
\end{align*}
$$

### 5.3 Transmission of the recovered message

Once the decrypted message is recovered, we configure the second SPI protocol using U2 to transmit $m^{\prime}(t)$ for an external DAC U6. The hardware of dsPIC U2 has only one SPI port that enables the linking of U 1 and U 2 in slave-mode. It is necessary to enable another SPI port in master-mode to link U2 with U5. The Soft SPI library of Mikroc Pro for dsPIC compiler allows enabling another SPI port using a software and hardware configuration. Define the pins connection using the hardware from U2 to U5, where SS2 ${ }^{\prime}$ is connected with EDAC3, SDO 2 is connected with SDI3, and SCK2 is the common clock to synchronize the dsPICs with the DAC. Now, the decrypted message $m^{\prime}(t)$ can be transmitted from U2 to U5 using the new SPI port. Fig. 8 shows the second SPI protocol of U2 connected with the external DAC U5.

## 6 Experimental results

Three tests are developed to determine the performance of the proposed ES: sensitivity of secret keys, analog signal reproduced by one function generator, and voice recording. Fig. 9 shows the schematic diagram of the proposed ES.

### 6.1 Time complexity of the algorithms

The time complexity (TC) is estimated by counting the number of elementary operations performed for the algorithms of U 1 , where an elementary operation takes a fixed amount of time to perform the running time of one iteration $n$ (Sipser, 2006). To determine the performance of the proposed ES using TC for DSP applications, the number of iterations $n$ that U 1 generates in 1 s is calculated. The TC of U 1 is calculated with the time period referred to as $T_{Q(\mathrm{U} 1)}$, and it is the reciprocal of the frequency referred to as $f_{Q(\mathrm{U})}$ :

$$
\begin{equation*}
f_{Q(\mathrm{U} 1)}=\frac{1}{T_{Q(\mathrm{U} 1)}} . \tag{22}
\end{equation*}
$$

The encryption algorithm is implemented on U1. The TC of U1 is calculated using Eq. (22). Table 7 shows the experimental results of the algorithm of U 1 .

The algorithm of U1 presents $\mathrm{TC}=350 \mu \mathrm{~s}$ and $f_{Q(\mathrm{U})}=2857 \mathrm{~Hz}$. In our study, we consider $f_{Q(\mathrm{UI})}$ as $n=2857$ iterations per second. The processing capacity of U 1 is calculated by inequality (5), where $f_{\mathrm{s}}=2857 \mathrm{~Hz}$ and $f_{\text {max }}=1429 \mathrm{~Hz}$. This means that U 1 can sample the message structure $m(t)$ until $f_{\max }=1429 \mathrm{~Hz}$.

In the case of U 2 , the minor TC is needed in all processes; the configuration of U2 is accelerated with the modification of the internal phase-locked loop (PLL). This allows processing to be faster in the decryption algorithm. Therefore, the TC of U2 must be less than that of U 1 ,

$$
\begin{equation*}
T_{Q(\mathrm{U} 1)}>T_{Q(\mathrm{U} 2)} . \tag{23}
\end{equation*}
$$

Table 8 shows the experimental results of the decryption algorithm.


Fig. 9 Schematic diagram of the proposed ES (references to color refer to the online version of this figure)

Table 7 Time complexity of the algorithms of U1

| Encryption <br> algorithm | $T_{Q(\mathrm{U} 1)}$ <br> $(\mu \mathrm{s})$ | $f_{Q(\mathrm{Ul})}$ <br> $(\mathrm{Hz})$ | Mathematical <br> denotation |
| :---: | :---: | :---: | :---: |
| Acquisition process | 10 | 100000 | $\boldsymbol{A}$ |
| Encryption stage | 335 | 3205 | $\boldsymbol{B} \rightarrow \boldsymbol{C} \rightarrow \boldsymbol{D}$ |
| Transmission of | 5 | 200000 | $\boldsymbol{E}$ |
| encrypted message |  |  |  |
| Total | 350 | 2857 | - |

Table 8 Time complexity of the algorithms of U2

| Decryption algorithm | $T_{Q(\mathrm{U} 2)}$ <br> $(\mathrm{s})$ | Mathematical <br> denotation |
| :---: | :---: | :---: |
| Reception of encrypted <br> message | 5 | $\boldsymbol{F}$ |
| Decryption stage | 160 | $\boldsymbol{G} \rightarrow \boldsymbol{H} \rightarrow \boldsymbol{P}$ |
| Transmission of recovered <br> message | 125 | $\boldsymbol{Q}$ |
| Total | 290 | - |

According to the results shown in Tables 7 and 8, $T_{Q(\mathrm{U} 1)}$ is larger than $T_{Q(\mathrm{U} 2)}$. The condition (inequality (23)) to synchronized U1 and U2 is fulfilled. Therefore, according the processing capacity of U 1 , the proposed ES supports messages for maximum frequency until 1429 Hz .

### 6.2 Experimental results of the ES

The performance of the encryption and decryption algorithms is calculated using the TC on the ES. TC is obtained to characterize the message $m(t)$ according to $f_{Q(\mathrm{Ul})}, f_{\mathrm{s}}$, and $f_{\max }$. The hardware for the acquisition of one message $m(t)$ is shown in Fig. 9. Define pin RB1 as the input of the ADC channel. The reference of the ADC channel is fixed between voltages $A V_{\mathrm{ss}}=0 \mathrm{~V}$ and $A V_{\mathrm{dd}}=5 \mathrm{~V}$, where $A V_{\mathrm{ss}}$ and $A V_{\mathrm{dd}}$ are the interval-voltages of the internal ADC of the dsPIC. The external voltage divisor is fixed with $V_{\mathrm{ref}}=V_{\mathrm{dd}} / 2=$ 2.5 V , and an antialiasing filter with $f_{\mathrm{c}}=2 \mathrm{kHz}$ is fixed according to inequality (6). Two kinds of messages are considered to carry out three experimental tests on the ES. The first message is referred to as $m_{1}(t)$. One function generator to reproduce one sine signal is considered for the experimental tests, and it is defined as

$$
\begin{equation*}
m_{1}(t)=2 \sin (2 \pi f t+\theta)+V_{\text {ref }}, \tag{24}
\end{equation*}
$$

where $f$ is the frequency delimited by $f \leq f_{\mathrm{s}}$ and $\theta$ is the phase angle.

The second message is referred to as $m_{2}(t)$, and external audio devices on the ES are considered to carry out the sound test to obtain the recorded voice message. The recovered massages of $m_{1}(t)$ and $m_{2}(t)$ are referred to as $m_{1}{ }^{\prime}(t)$ and $m_{2}{ }^{\prime}(t)$, respectively.

### 6.2.1 First test: sensitivity of secret keys

The sensitivity test is carried out using the secret
keys $K_{1}, K_{2}$, and $K_{3}$ in Table 4. The secret keys are entered by programming directly the algorithms of U1 and U2, but the secret keys can be registered using an external keyboard connected to dsPICs U1 and U2. Table 9 shows the combination of secret keys $K_{1}, K_{2}$, and $K_{3}$ to carry out the sensitivity test. The message $m_{1}(t)$ is reproduced (Eq. (24)) for $f=20 \mathrm{~Hz}$ on the ES.

Table 9 Sensitivity test of secret keys on ES

| Case | Secret key on U1 | Secret key on U2 |  |
| :---: | :---: | :---: | :---: |
| 1 | $K_{1}$ | $K_{1}$ |  |
| 2 | $K_{1}$ | $K_{2}$ |  |
| 3 | $K_{1}$ | $K_{3}$ |  |

Fig. 10 shows the result of the sensitivity test among the set of three secret keys. We conclude that the definition of secret key supports the hypothesis that its construction of 124 bits is secure because of slight variations of the initial conditions and parameters of secret keys, and the result of the recovered message $m_{1}{ }^{\prime}(t)$ is different from the original message $m_{1}(t)$ for different secret keys. Similar results were reported by Liu et al. (2016).

### 6.2.2 First test: sine signal as message $m_{1}(t)$

We use the same sine signal described by Eq. (24) to reproduce $m_{1}(t)$ for different parameters of $f$. In this test, the same secret key $K_{1}$ is considered for U 1 and U2. Fig. 11 shows the results and description of the message sent $m_{1}(t)$ and message recovered $m_{1}{ }^{\prime}(t)$ on the ES. Fig. 11a shows three signals: messages $m_{1}(t), m_{1}{ }^{\prime}(t)$, and the error signal $e_{1}(t)$ between them that is equivalent to $m_{1}(t)-m_{1}{ }^{\prime}(t)$, with $f=10 \mathrm{~Hz}$. Fig. 11b shows the phase plane of $m_{1}(t)$ vs. $m_{1}{ }^{\prime}(t)$ with $f=10 \mathrm{~Hz}$. Fig. 11c shows the phase difference between $m_{1}(t)$ and $m_{1}{ }^{\prime}(t)$, where the segmented line represents a zoom of 10 times of the sine signal using $f=210 \mathrm{~Hz}$. Fig. 11d shows the phase plane of $m_{1}(t)$ vs. $m_{1}{ }^{\prime}(t)$ where $\theta$ is increased to $\pi / 2$ with each $f=210 \mathrm{~Hz}$ and $\theta=\pi / 2$ as the phase difference.

### 6.2.3 Second test: voice message $m_{2}(t)$

Fig. 12 shows the ES with external devices used to record voice. In this test, the same key $K_{1}$ is considered for U1 and U2. The hardware used includes a microphone Shure SM58, an external soundcard Focusrite 8i6, and a Notebook i5 processor with Cubase audio professional software (Fig. 12a). The


Fig. 10 Results of sensitivity tests of secret keys on an ES with case 1: original $m_{1}(t)$ (a), cryptogram (b), and reception of $m_{1}{ }^{\prime}(t)(\mathrm{c})$; case 2: original $m_{1}(t)(\mathrm{d})$, cryptogram (e), and reception of $m_{1}{ }^{\prime}(t)(f)$; and case 3: original $m_{1}(t)(\mathrm{g})$, cryptogram (h), and reception of $m_{1}{ }^{\prime}(t)(i)$


Fig. 11 Test results using the sine signal message (Eq. (24)): (a) $m_{1}(t), m_{1}{ }^{\prime}(t)$, and error message $e_{1}(t)$; (b) phase plane $m_{1}(t)$ vs. $m_{1}{ }^{\prime}(t)$ with $f=10 \mathrm{~Hz}$; (c) zoom of messages $m_{1}(t)$ and $m_{1}{ }^{\prime}(t) ;(d)$ phase plane $m_{1}(t)$ vs. $m_{1}{ }^{\prime}(t)$ with $f=210 \mathrm{~Hz}$ and $\theta=\pi / 2$
transmitted voice message is 'hello world'. Fig. 12b shows three signals (recorded by the Cubase software) that are represented as audio tracks: $m_{2}(t)$ voice message sent (track 1$), m_{2}{ }^{\prime}(t)$ voice message recovered (track 2), and the cryptogram acquired by U6
(track 3). Finally, the $m_{2}{ }^{\prime}(t)$ voice message is recovered. This message has less audio fidelity because the capacity of audio voice processing is delimited by bandwidth and sampling frequency $f_{\mathrm{s}}=1429 \mathrm{~Hz}$.

## 7 Conclusions

We have presented the design and implementation of a chaotic encryption algorithm using the communication protocol SPI 16-bit microcontrollers on dsPICs to acquire, process, encrypt, transmit, synchronize, receive, decrypt, and re-transmit messages using a DAC together with the DSP theory. Three kinds of tests have been carried out to prove the message performance in the ES: sensitivity secret key, analog signal generated from a function generator, and voice recording. The cryptogram is subjected to a statistical test from the proposed algorithm. The cryptogram has good performance for generating PR sequences. This algorithm can be used in an IC with the standard SPI protocol.


Fig. 12 Test results on the ES using voice message: (a) ES connected with external audio devices; (b) the audio tracks with the messages recorded using software Cubase (references to color refer to the online version of this figure)

The numerical results have been verified using Mikroc Pro for the dsPIC compiler that includes the properties of standard IEEE-754, AN575 of 32 bits into the dsPICs. The quality of message depends on the processing capacity of the ICs. The ES is easy to be installed on a protoboard because it uses the dual inline-package (DIP) and it has a low-cost implementation because the system costs less than 30 USD.

In future work we will test the ES and apply the encrypted and decrypted algorithms with other
communication protocols such as $\mathrm{I}^{2} \mathrm{C}$ or USB-CAN, and Ethernet with larger quantity of bits using other dsPIC or PIC32 microcontrollers with more processing capacity.
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## Appendix: DNA sequence matrix

The DNA sequence matrix is used in the confusion process (Section 3.2.2) and inverse confusion process (Section 5.2.1). The DNA sequences can be obtained from MATLAB functions 'getgenbank' and 'randseq $(N)$ ' or the information can be directly requested by accessing 'genbank' (Benson et al., 2013). In this study, the DNA matrix is performed using the MATLAB functions. Table A1 shows one sequence of four nucleotides, referred to as $\mathrm{Ad}, \mathrm{Cy}, \mathrm{Gu}$, and Th to represent the difference with the vectors and variables used in previous sections, that represents the base of a DNA strand (Cornish-Bowden, 1985).

For the design of the elements of the DNA matrix, we consider pairs of nucleotides to represent

Table A1 Binary representation of nucleotides

| Nucleotide | Description | Binary number |
| :---: | :---: | :---: |
| Ad | Adenine | $(00)_{2}$ |
| Cy | Cytosine | $(01)_{2}$ |
| Gu | Guanine | $(10)_{2}$ |
| Th | Thymine | $(11)_{2}$ |

the $k$ positions; e.g., the pair of nucleotides Ad (adenine) and Th (thymine) represents binary position $(0011)_{2}$. This means that the pair AdTh represents position 3. The elements determine positions from 1 to the higher value of $k=16$, because the SPI protocol is configured in 16 bits. These elements are disordered, and cannot be repeated.

Numerical arrangements of 16 DNA pairs represent one sequence for the DNA matrix. We performed 24 sequences of DNA referred to as $r=24$ rows, and $s=32$ columns. The sequences are twice repeated according to the design of algorithms for encryption and decryption. The results of the DNA sequences are contained on matrices $\boldsymbol{D}$ and $\boldsymbol{G}$.

Initially, the data include 16 elements contained in vectors $\boldsymbol{C}$ and $\boldsymbol{F}$. The initial coordinates $i, j, l$, and $u$ are defined by the chaotic DHMs and Eq. (16). We evaluate these coordinates on matrices $\boldsymbol{D}$ and $\boldsymbol{G}$ to determine a DNA sequence with 16 new positions. The new positions of these elements are contained in vectors $\boldsymbol{E}$ and $\boldsymbol{H}$. Finally, the complete information of these DNA sequences are defined in Eq. (A1).

$$
\begin{aligned}
& \boldsymbol{D}=\boldsymbol{G}=
\end{aligned}
$$


[^0]:    ${ }^{\text {}}$ Corresponding author

    * Project supported by the CONACYT, México (No. 166654) (D) ORCID: Rodrigo MÉNDEZ-RAMÍREZ, http://orcid.org/0000-0002-2593-8658
    © Zhejiang University and Springer-Verlag GmbH Germany, part of Springer Nature 2018

