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Abstract:    The string-to-tree model is one of the most successful syntax-based statistical machine translation (SMT) models. It 
models the grammaticality of the output via target-side syntax. However, it does not use any semantic information and tends to 
produce translations containing semantic role confusions and error chunk sequences. In this paper, we propose two methods to use 
semantic roles to improve the performance of the string-to-tree translation model: (1) adding role labels in the syntax tree; (2) 
constructing a semantic role tree, and then incorporating the syntax information into it. We then perform string-to-tree machine 
translation using the newly generated trees. Our methods enable the system to train and choose better translation rules using 
semantic information. Our experiments showed significant improvements over the state-of-the-art string-to-tree translation system 
on both spoken and news corpora, and the two proposed methods surpass the phrase-based system on large-scale training data. 
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1  Introduction 
 

Machine translation (MT) is one of the most 
promising applications of natural language processing 
(NLP) technology, and one of the most difficult to 
accomplish well. Statistical machine translation 
(SMT) techniques (Brown et al., 1990), learning sta-
tistical models from large amounts of data, have ex-
perienced significant progress including word-based 
(Brown et al., 1993), phrase-based (Koehn et al., 
2003; Och and Ney, 2004), and tree-based methods,  

 
 
 
 
 
 
 
 

including both formal grammar based (Wu, 1995; 
1996; Chiang, 2005) and linguistic syntax based 
(Yamada and Knight, 2001; Galley et al., 2004; Liu et 
al., 2006; Marcu et al., 2006; Mi et al., 2008) methods. 
The syntax-based methods have been research 
hotspots due to their modeling of structural or syn-
tactic aspect of language. 

The string-to-tree model (Galley et al., 2004; 
Marcu et al., 2006) is one of the most successful 
syntax-based models. It employs translation rules that 
represent the source side as strings and the target side 
as syntactic structures. One of the limitations in the 
string-to-tree model is that it does not use any useful 
semantic information. As a result, it tends to produce 
error translations containing confusion with respect to 
semantic roles and error sequences of chunks. Those 
errors will mislead readers and cause their misunder-
standing of the essential meaning of the original 
sentences: who did what to whom, how, where, when, 
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and why. Our goal is to take advantage of semantic 
role labeling to improve the translation quality of 
string-to-tree translation models. 

We replace the target-language syntax tree with 
our proposed two kinds of trees in the string-to-tree 
translation model. These two kinds of trees are the 
syntax-role tree (SRT) and role-syntax tree (RST). In 
SRT, we incorporate semantic roles in the syntax tree; 
in RST, we transform semantic role labeling results 
into a tree, and then incorporate syntactic and lexical 
information. In the experimental results, SRT shows 
an improvement of 0.56 BiLingual Evaluation Un-
derstudy (BLEU) points on the Broad Operational 
Language Translation (BOLT) spoken corpus, and an 
improvement of 1.33 BLEU points on the Foreign 
Broadcast Information Service (FBIS) news corpus 
on average. The result of RST is poorer than that of 
SRT on the BOLT and FBIS corpora, but better on 
large-scale training data (an improvement of 1.13 
BLEU points). 

1.1  Syntax-based machine translation 

Galley et al. (2004) described their whole pro-
cess of transformation from a string of source sym-
bols to a target syntactic tree, and proposed algo-
rithms for extracting syntactically motivated transla-
tion rules. Liu et al. (2006) employed a parser on 
source language and extracted tree-to-string align-
ment templates from source-side parsed parallel texts. 
Liu and Gildea (2008) improved the tree-to-string 
(TTS) transducer through normalizing the TTS tem-
plates, building a syntax-based word alignment model, 
and modeling the tree decomposition. 

In another direction, to alleviate the problem that 
the tree-based systems use only 1-best parse to direct 
the translation and tend to make mistakes due to 
parsing errors, Huang and Chiang (2005) conducted 
an experiment using k-best parsing. Mi et al. (2008) 
proposed a forest-based approach that encodes many 
more alternatives than the standard k-best lists. Liu 
and Liu (2010) proposed a joint decoder that produces 
simultaneously a parse tree on the source side and a 
translation on the target side. 

1.2  Semantic role labeling 

SRL identifies the semantic relationships filled 
by constituents of a sentence within a semantic frame 
(Gildea and Jurafsky, 2002). It is a process to assign 

WHO did WHAT to WHOM, WHEN, WHERE, 
WHY, HOW, etc. structures to sentences. It has been 
used in many NLP applications, such as information 
extraction, question answering, and summarization. 

Thanks to hand-crafted resources, such as 
FrameNet (Baker et al., 1998), PropBank (Palmer et 
al., 2005), and NomBank (Meyers et al., 2004), we 
have seen considerable achievements in SRL tasks in 
the last decade. Pradhan et al. (2004) improved the 
performance using an algorithm based on support 
vector machines. 

Semantic roles are well known to be helpful in 
improving translation accuracy, because they tend to 
agree better between two languages than syntactic 
structures and constitute the skeleton of a sentence 
(Liu and Gildea, 2010). There is also a significant 
difference caused by the roles of the noun phrase (NP) 
between different languages such as English and 
Chinese (Liu and Gildea, 2008). Inspired by Liu and 
Gildea (2008) and Wu and Fung (2009), we try to 
merge semantic roles with syntax information in one 
string-to-tree model.  

1.3  Motivations for SRT and RST 

Because of a lack of semantic information, the 
string-to-tree model often creates translation with 
semantic role confusion. Adding the semantic role 
labeling results to it can help change the situation. A 
syntactic structure often undertakes a semantic role. 
For example, a noun phrase may be a role of ARG0 
(agent) or ARG1 (patient). We argue that the syntactic 
structure can be the child node of a semantic argu-
ment in a tree. That is to say, the translation system 
can learn which syntactic structure often takes which 
semantic role from the data, and how to order the 
semantic chunks. 

Furthermore, the semantic roles show some hi-
erarchical structure. That is to say, a predicate and its 
arguments may become one argument of another 
predicate. For example, in Fig. 1, the predicate ‘get’ 
and its arguments, [ARG0 you] and [ARG1 it], con-
stitute the [ARGM-TMP] argument of the predicate 
‘run’. This hierarchy inspires us to build a struc-
ture-like parse tree, which can help us understand the 
semantic relations among the chunks and improve 
translation performance. 

Our SRT and RST retain all syntactic infor-
mation and incorporate semantic role information. If 
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there is overlap among role labels, some labels will be 
dropped. RST also drops the overlap labels and  
the syntactic information in RST is sometimes  
incomplete. 

 
(a) When [ARG0 you] [TARGET get] [ARG1 it], run at top speed to buy a 
SLR.
(b) [ARGM-TMP When you get it], [TARGET run] [ARGM-MNR at top 
speed] [ARGM-PRP to buy a SLR].
(c) When you get it, run at top speed to [TARGET buy] [ARG1 a SLR].  

 

Fig. 1  A sample SRL result for an English sentence 
 
 

2  Methods 

2.1  Constructing SRT 

To construct SRT, we first apply syntax analysis 
and semantic role labeling on the target-side training 
corpus to obtain syntax trees and SRL results. Then 
we add the semantic role information to the syntax 
tree. 

For example, the syntactic parsing result on the 
English sentence ‘When you get it, run at top speed to 
buy an SLR.’ is shown in Fig. 2. The result of SRL 
(Fig. 1) has multiple lines. Each line corresponds to 
one predicate and its arguments. 

 

WRB
you get it
PRP VBP PRP VBP IN JJ NN TO

buy an SLR
VB DT

When run at top speed to
NN

, .

.

,
NP NP

VP

SBAR
S

VP

NP
PP

NP
VP

VP
SBAR

S

WHADVP

 
 

Fig. 2  A syntax tree for an English sentence 
 
We add semantic role labels to the syntax tree. 

For each label, we obtain all the words it governs and 
find the largest syntactic structure in the syntax tree 
that contains exactly those words. We insert the label 
as a new node, whose child node would be the largest 
structure and whose parent node would be the struc-
ture’s old parent. We obtain a new tree, called the 
‘syntax-role tree’ (Fig. 3). For example, the argument 
[ARGM-MNR] governing leaf nodes ‘at’, ‘top’, 
‘speed’, and ‘PP’ is the largest structure that exactly 
contains the three words. Then we insert a new node 
labeled ARGM-MNR between the node PP and its 
parent node VP. In Fig. 3, the shaded nodes are the 
added semantic role labels. 

 
 

Fig. 3  A syntax-role tree for an English sentence with 
word alignment for an English-Chinese sentence pair 

 

2.2  Constructing RST 

To construct RST, we first transform the results 
of SRL into a tree, and then incorporate the syntactic 
information. 

We find that the multiple lines in SRL results can 
be transformed to one tree, called the ‘semantic role 
tree’ as shown in Fig. 4. We also drop some over-
lapped role labels. We add suffixes (a, b, c) to dif-
ferentiate the arguments corresponding to different 
predicates. If there are more than three predicates in a 
sentence, we use more suffixes (d, e, etc.). For ex-
ample, the labels ending with suffixes ‘a’, ‘b’, and ‘c’ 
correspond to the predicate ‘get’, ‘run’, and ‘buy’, 
respectively. 

The tree in Fig. 4 is too flat and lacks syntactic 
and lexical information. This would lead to a poor 
translation performance. To overcome it, we incor-
porate the results of syntax analysis and obtain a 
role-syntax tree (Fig. 5). In Fig. 5, the shaded nodes 
are the added syntax information. 
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When

you get it
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TARGET_a

ARG1_a

TARGET_b
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ARGM-MNR_b
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Fig. 4  A constructed semantic role tree for an English 
sentence (The tree is transformed from the SRL results) 
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Fig. 5  An RST for an English sentence 
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2.3  Learning translation rules 

In the training phase of SMT, we replace the 
syntax tree in the string-to-tree model with our SRT or 
RST, and train a translation system respectively. We 
obtain some improvement in terms of both BLEU and 
Meteor scores (see Section 5). 

Like the learning of all other synchronous 
grammars, the string-to-tree model is learned from the 
word-aligned corpus. The grammar uses non-  
terminals like ‘X’ on the source side and tree labels 
like ‘NP’ on the target side. For example, the Chinese 
token ‘火速’ is word-aligned with the English words 
‘at top speed’. When including the part-of-speech 
(POS), we obtain the correspondence as shown in  
Fig. 6a. To be a grammar rule, it needs a single node 
governing the three words on the target side. Fortu-
nately, the three words are all child nodes of the se-
mantic role ARGM-MNR. Using this role node, we 
obtain the complete sub-tree on the target side  
(Fig. 6b). Then we obtain the rule as shown in  
Fig. 6c. 

 
IN JJ NN

at top speed

X

火速

=

 
 

(a) 
 

IN JJ NN

at top speed

X

火速

= ARGM-MNR

NP

PP

 
 

(b) 
 

IN JJ NN
at top speed

X | ARGM-MNR 火速

NP
PP

 
 

(c) 
 

Fig. 6  An example of the learning translation rule from the 
example in Fig. 3: (a) a correspondence between a Chinese 
word and three English words with POS information; (b) a 
complete sub-tree on the target side; (c) a translation rule 
learned from this example 

3  Experiments 

3.1  Setup 

We applied our methods on both spoken lan-
guage data and news data. All three Chinese-English 
training corpora, BOLT (LDC2013E81, LDC2013E85, 
LDC2013E118, LDC2013E125, LDC2013E132, 
LDC2013E80, LDC2013E83, LDC2014E08, 
LDC2014E50, LDC2014E69, LDC2014E99, 
LDC2013E119, LDC2014E110, LDC2014E111), 
FBIS (LDC2003E14), and large-scale data 
(LDC2003E14, LDC2000T46, LDC2007T09, 
LDC2005T10, LDC2008T06, LDC2009T15, 
LDC2010T03, LDC2009T02, LDC2009T06, 
LDC2013T11, LDC2013T16, LDC2007T23, 
LDC2008T08, LDC2008T18, LDC2014T04, 
LDC2014T11, LDC2005T06, LDC2007E101, 
LDC2002E18) come from the Linguistic Data Con-
sortium (LDC). The BOLT corpus contains mostly 
spoken data, including conversation, short message 
service (SMS), and chat. The FBIS and large-scale 
corpora are mainly news data. The FBIS corpus is 
sentence-aligned using the Champollion Toolkit (CTK) 
(https://www.ldc.upenn.edu/language-resources/tools). 
The large-scale data is used mainly to verify the ef-
fectiveness of our methods on a larger data set. 

We used the string-to-tree translation model 
(Str2tr) provided by the Moses translation model 
(Koehn et al., 2007) as our baseline system. We also 
used a strong phrase-based translation system (Phb) 
for a comparison. The English corpora were parsed by 
the Berkeley parser (Petrov et al., 2006) and semantic 
role labeled by ASSERT (Pradhan et al., 2004). 

We word-aligned the parallel corpora with the 
MGiza tool (http://www.kyloo.net/software/). In the 
experiments on the spoken corpus, we used only the 
5-gram language model trained on the English train-
ing data, whereas in the experiments on the news 
corpora, we used the 5-gram language models trained 
on both English training data and the English Giga-
word Fifth Edition corpora. NIST MT02 was used as 
the tuning set. NIST MT03, MT04, MT05, MT06 
(NIST part), MT08, MT12 (general), and MT08-12 
(progress) were used as the test data. Both the 
case-insensitive BLEU score (Papineni et al., 2002) 
and Meteor score (Denkowski and Lavie, 2014) were 
employed as the evaluation metrics. To test whether a 
performance difference was statistically significant, 
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we conducted significance tests following Koehn 
(2004) for BLEU and Clark et al. (2011) for Meteor. 
The English Gigaword corpora contain 9 876 086 
documents, about 4 032 686 000 tokens in total. The 
statistics of other data are shown in Table 1. 

 
Table 1  Data statistics of the SMT experiment 

Data Number of 
sent pairs 

Number of tokens 
(C/E) 

BOLT (train) 121 078 4 300 712/5 221 584 
BOLT (dev) 4935 189 217/226 015 
BOLT (test) 4977 160 786/207 641 
FBIS 252 384 8 161 546/10 233 829 
Large-scale data 2 032 497 55 636 231/61 062 511 
MT02 878 22 350/25 339 
MT03 919 23 992/25 999 
MT04 1597 43 128/46 952 
MT05 1082 29 475/30 882 
MT06 (NIST part) 1664 37 822/41 014 
MT08 1357 32 042/37 307 
MT12 (general) 820 21 321/25 316 
MT08-12  

(progress) 
1370 30 935/36 043 

 

3.2  Results 

Table 2 illustrates the final translation results on 
the spoken corpus (BOLT). As can be seen, the two 
methods using SRT and RST outperform the baseline 
by 0.56 and 0.22 BLEU points, respectively. This 
comparison means that SRT performs better by com-
bination with role labels. Note that none of the 
tree-based methods (Str2tr, SRT, and RST) can beat 
the phrase-based system on this spoken corpus. 

Table 3 illustrates the results on the FBIS news 
corpus. As for the results on the spoken corpus, SRT 
performs better than RST and exhibits an improve-
ment of 1.33 BLEU points on average. However, both 
SRT and RST show much greater improvement than 
those on the spoken corpus, and SRT beats the Phb 
system. This is attributable to the better grammati-
cality of the news corpus compared to the spoken one. 

Table 4 illustrates the results on the large-scale 
news corpus. Both SRT and RST beat the baseline and 
Phb system. RST shows the best result with an im-
provement of 1.13 BLEU points. 

3.3  Analysis 

From Table 2, we can see that both methods 
obtain better results than the baseline system, but all 
results are worse than those of the phrase-based sys-

tem. We think the reason is that the performance of 
the three tree-based methods depends on the accuracy 
of the syntactic parser or SRL, which is fairly poor on 
the spoken corpus. However, there is quite a large 
difference in Tables 3 and 4. The accuracy of the 
parser or SRL gets much better on the news corpora. 
The performance of the string-to-tree model gets 
closer to that of the phrase-based model, and the two 
proposed methods surpass them both. Therefore, we 
believe that the three tree-based models are much 
more applicable to the news corpus than the spoken 
corpus, due to the better parsing accuracy. 

 
Table 2  Experimental results on the BOLT corpus 

Method BLEU score Meteor score 
Str2tr 13.29 22.52 
SRT 13.85* (+0.56) 23.14* (+0.62) 
RST 13.51 (+0.22) 22.73 (+0.21) 
Phb 14.17 23.25 

 
In Tables 2 and 3, the performance of SRT is 

better than that of RST, but it is just the opposite in 
Table 4. We believe the reason is that RST faces a 
more severe data sparsity condition. The difference 
between the two methods relates to the fact that the 
majority of SRT is syntactic structure, but the higher 
layers in RST are role labels, which dominate the 
whole tree, and the semantic role structure is flatter. 
When trained on larger data, data sparsity is alleviated 
with larger data and the effectiveness of semantic 
information is established. 

We give three translation examples in Table 5 to 
show specifically the effectiveness of our methods. In 
the first example, Phb and Str2tr position the noun 
phrase ‘the refugees’ incorrectly and produce bad 
translations. This is because they cannot identify the 
semantic relationship between the word ‘affected’ and 
the phrase ‘the refugees’. Conversely, our SRT system 
reorders the phrases based on its learning of the orders 
of the semantic roles in English. In the second ex-
ample, our SRT method successfully recognizes the 
prepositional phrase “on the company’s business or 
contract” as an [ARG3] argument and moves it to the 
end of the sentence. Furthermore, in the third example, 
our SRT method recognizes the phrase “to promote 
the reunification of the motherland” as the [ARGM- 
PNC] argument and moves it to the end of the sen-
tence. The Phb and Str2tr systems perform translation 
without reordering. 
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4  Related work 
 

Recent work leveraging semantic roles in SMT 
can be categorized into three directions (Zhai et al., 
2012): pre- and post-processing, designing semantic 
role based features and using them to decode, and 
refining the non-terminals of the syntax-based trans-
lation model. 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Semantic roles are first used to improve the SMT 

system by Komachi et al. (2006). They reordered the 
source-side language chunks in the pre-processing 
stage based on semantic roles. Wu and Fung (2009) 
used semantic role labeling to improve a phrase-based 
SMT system in the post-processing stage, through 
reproducing translation hypotheses by moving phrases 
whose predicate or semantic role was mismatched to 

Table 3  Experimental results on the FBIS corpus 

Test set 
BLEU score (%)  Meteor score (%) 

Str2tr SRT RST Phb  Str2tr SRT RST Phb 

MT03 28.83 30.35* 
(+1.52) 

29.29 
(+0.46) 29.57 

 
28.20 28.71* 

(+0.51) 
28.01 

(–0.19) 28.84 

MT04 31.33 33.15*# 
(+1.82) 

31.87* 
(+0.54) 31.46 

 
29.31 30.11*# 

(+0.80) 
29.53* 
(+0.22) 29.97 

MT05 28.27 29.92*# 
(+1.65) 

28.69 
(+0.42) 28.33 

 
28.66 29.26* 

(+0.60) 
28.62 

(–0.04) 29.47 

MT06 27.76 29.27*# 
(+1.51) 

28.32* 
(+0.56) 28.72 

 
27.03 27.97* 

 (+0.94) 
27.20 

(+0.17) 28.10 

MT08 22.27 22.71*# 
(+0.44) 

21.76 
(–0.51) 22.11 

 
24.09 24.40* 

(+0.31) 
23.59 

(–0.50) 24.37 

MT08-12 21.12 22.39*# 
(+1.27) 

21.00 
(–0.12) 21.84 

 
23.82 24.35* 

(+0.53) 
23.26 

(–0.56) 24.57 

MT12 20.57 21.68*# 
(+1.11) 

20.79 
(+0.22) 21.00 

 
22.90 23.34 

(+0.44) 
22.81 

 (–0.09) 23.45 

Average 25.74 27.07 
(+1.33) 

25.96 
(+0.22) 26.14 

 
26.29 26.88 

(+0.59) 
26.15 

(–0.14) 26.97 

* and # denote that the result is significantly better than those of Str2tr and Phb, respectively (at significance level p<0.01) 
 

Table 4  Experimental results on the large-scale corpus 

Test set 
BLEU score (%)  Meteor score (%) 

Str2tr SRT RST Phb  Str2tr SRT RST Phb 

MT03 31.80 33.74* 
(+1.94) 

34.26*# 
(+2.46) 33.50  30.55 30.92# 

(+0.37) 
31.50*# 
(+0.95) 30.64 

MT04 34.29 35.60*# 
(+1.31) 

36.28*# 
(+1.99) 34.79  31.20 31.57# 

(+0.37) 
32.13*# 
(+0.93) 31.09 

MT05 33.19 34.24* 
(+1.05) 

34.73*# 
(+1.54) 33.92  31.55 31.51 

(–0.04) 
32.41*# 
(+0.86) 31.56 

MT06 32.85 32.89# 
(+0.04) 

33.28# 
(+0.43) 31.93  29.76 29.75# 

(–0.01) 
30.28*# 
(+0.52) 29.15 

MT08 26.11 26.32# 
(+0.21) 

26.29# 
(+0.18) 23.99  26.48 26.61# 

(+0.13) 
26.84# 
(+0.36) 25.39 

MT08-12 25.34 25.13# 
(–0.21) 

25.39# 
(+0.05) 24.06  26.32 26.20# 

(–0.12) 
26.60# 
(+0.28) 25.70 

MT12 22.88 23.72* 
(+0.84) 

24.08*# 
(+1.20) 23.48  24.89 25.15# 

(+0.26) 
25.44*# 
(+0.55) 24.94 

Average 29.49 30.23 
(+0.74) 

30.62 
(+1.13) 29.38  28.68 28.82 

(+0.14) 
29.31 
(+0.63) 28.35 

* and # denote that the result is significantly better than those of Str2tr and Phb, respectively (at significance level p<0.01) 
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Table 5  Examples of the MT outputs 
System Translation 

Phb 
 

Str2tr 
 

SRT 

 

Ref. 
 

Phb 

 

Str2tr 

 

SRT 

 

Ref. 

 

Phb 

 

Str2tr 

 

SRT 

 

Ref. 
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the input. 
Liu and Gildea (2010) modeled two types of 

features, reordering and deleting source-side semantic 
roles, into the decoding phase of tree-to-string trans-
lation. Xiong et al. (2012) proposed two models, a 
predicate translation model and an argument reor-
dering model. The former model takes lexical and 
semantic contexts into consideration when translating 
predicates, whereas the latter predicts the moving 
direction of arguments from the source to the target 
language sentence. Zhai et al. (2012) proposed a 
framework which is divided into three steps, includ-
ing source-side predicate-argument structure (PAS) 
acquisition, transforming source-side PASs to their 
target counterparts, and translation. 

Liu and Gildea (2008) replaced syntactic labels 
with semantic roles, and combined them to generate 
more refined tree labels. Aziz et al. (2011) created 
shallow semantic trees to improve the tree-to-string 
translation model. Similarly, Bazrafshan and Gildea 
(2013) attached only core arguments of each predicate 
to the syntax tree for rule extraction. They all com-
bined the syntactic label and semantic label into one, 
which leads to data sparsity. 

Our work is different from the above in the fol-
lowing aspects: (1) We use semantic roles by inserting 
them into a syntax tree, or creating a ‘semantic role 
tree’ and then incorporating syntactic information into 
it; (2) We use multiple lines in the SRL results and the 
hierarchy structure of semantic roles; (3) We use all 
the arguments of the predicates, not only the core 
arguments; (4) We do not differentiate among the 
predicates in SRT labels, which will lead to data 
sparsity and reduce the translation performance. 

 
 

5  Conclusions and perspectives 
 

We have presented an effort devoted to the use of 
semantic information for SMT. We first incorporate 
semantic roles into target-side parse trees, and then 
perform string-to-tree machine translation using the 
newly generated trees. Experimental results demon-
strate that our methods improve the translation per-
formance significantly. 

Our methods improve the translation perfor-
mance in the following aspects: (1) They use the se-
mantic roles in the target language to reorder the se-
mantic chunks in output; (2) They use the hierarchy of 

the predicate-argument structure to generate semantic 
chunks and gather them. 

In the future, we will explore the situations in 
which the semantic roles help improve or reduce the 
translation performance in detail. We will also use the 
overlapping semantic roles which are dropped in this 
study. 
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