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Abstract: This paper presents a block-based secure and robust watermarking technique for color images based on
multi-resolution decomposition and de-correlation. The principal objective of the presented scheme is to simultane-
ously meet all the four requirements (robustness, security, imperceptibility, and capacity) of a good watermarking
scheme. The contribution of this study is to basically achieve the four contradictory requirements that a good wa-
termarking scheme must meet. To do so, different approaches are combined in a way that the four requirements are
achieved. For instance, to obtain imperceptibility, the three color channels (red, green, and blue) are de-correlated
using principal component analysis, and the first principal component (de-correlated red channel) is chosen for
watermark embedding. Afterwards, to achieve robustness, the de-correlated channel is decomposed using a discrete
wavelet transform (DWT), and the approximate band (the other three bands are kept intact to preserve the edge
information) is further decomposed into distinct blocks. The random blocks are chosen based on a random generated
key. The random selected blocks are further broken down into singular values and vectors. Based on the mutual
dependency on singular values and vectors’ matrices, the values are modified depending on the watermarking bits,
and their locations are saved and used as another key, required when the watermark is to be extracted. Consequently,
two-level authentication levels ensure the security, and using both singular values and vectors increases the capacity
of the presented scheme. Moreover, the involvement of both left and right singular vectors along with singular values
in the watermarking embedding process strengthens the robustness of the proposed scheme. Finally, to compare
the presented scheme with the state-of-the-art schemes in terms of imperceptibility (peak signal-to-noise ratio and
structural similarity index), security (with numerous fake keys), robustness (normalized correlation and bit error
rate), and capacity, the Gonzalez and Kodak datasets are used. The comparison shows significant improvement of
the proposed scheme over existing schemes.
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1 Introduction

With the advent and rapid development of the
World Wide Web and the ease of access to the In-
ternet, multimedia data, such as images, audios, and
videos, can be easily accessed, downloaded, copied,
modified, and redistributed. On the one hand, this
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provides a way to access useful information from any-
where instantly and easily; on the other hand, it has
created problems for intellectual property owners.
For instance, the data can be illegally copied and
redistributed without any visible difference between
the original and copied data, especially for an end
user. It is also difficult to track the origin of illegal
distribution of the copied material. Because of this
illicit distribution, industries suffer from enormous
loss each year (Tarisha, 2017). Therefore, some mea-
sures must be taken to avoid further unlawful distri-
bution or to provide a method to claim ownership.
To address these issues, watermarking is proposed
as a prominent solution (Luo et al., 2010; You et al.,
2010; Roy et al., 2015; Zong et al., 2015; Fazli and
Moeini, 2016; Chang and Shen, 2017).

Image watermarking is a way of concealing in-
formation (watermark) that may be a logo or picture,
into an image (host), which is to be secured (Chang
and Shen, 2017). A watermarking technique must
meet four challenges, capacity, robustness, security,
and imperceptibility, to be efficient in terms of pro-
viding copyright protection (Kalantari et al., 2010;
Makbool and Khoo, 2014; Zong et al., 2015).

Both spatial domain watermarking and trans-
formed domain watermarking are available in the
literature (Kalantari et al., 2010; You et al., 2010;
Sadreazami and Amini, 2012; Ali and Ahn, 2014;
Sadreazami et al., 2015; Amini et al., 2017b, 2017c).
In the former watermarking technique, the host im-
age is modified directly to embed the watermark
(Kalantari et al., 2010; You et al., 2010). Many wa-
termarking techniques in the spatial domain have
been proposed (Chou and Liu, 2010; Luo et al.,
2010). In the study of transform domain water-
marking, the discrete Fourier (Hernandez et al.,
2005; Chen et al., 2014), wavelet transform (Ali and
Ahn, 2014; Amini et al., 2017a), contourlet trans-
form (Ranjbara et al., 2013; Prathap et al., 2014),
and some other transforms (Kalantari et al., 2010;
You et al., 2010; Sadreazami and Amini, 2012) are
applied to the host images, and then the watermark
is embedded in the transform domain. Then the wa-
termarked image is obtained by applying the inverse
transform. The watermarking schemes in the spatial
domain are simpler but more fragile compared to
their counterparts (Hernandez et al., 2005; Kalan-
tari et al., 2010; Ali and Ahn, 2014; Prathap et al.,
2014).

In the literature, watermarking techniques for
both gray-scale (Kalantari et al., 2010; Makbool
and Khoo, 2014) and color images (Ranjbara et al.,
2013; Prathap et al., 2014; Sadreazami et al., 2015;
Amini et al., 2017c) are available. The watermark-
ing techniques for color images have to face one
additional challenge compared to gray-scale water-
marking schemes. The extra constraint is that
the color-channels of a color image are extremely
correlated (Meylan and Ssstrunk, 2006; Drew and
Bergner, 2008). A slight modification of any one
of the three color channels results in significant
change in the other two, which in turn results
in overall deterioration of the visual quality of
the original image. However, if these channels
are uncorrelated, then modifying one channel will
not affect other channels and imperceptibility will
not be affected. To overcome this challenge, re-
searchers have adopted different approaches. For
instance, some have used luminance-in-quadrature-
phase (YIQ) color space (Su et al., 2013), some have
used luminance-chrominance-chroma (YUV) (Chou
and Liu, 2010; Lina et al., 2010) in their techniques,
and a few have opted for principal component anal-
ysis (PCA) (Prathap et al., 2014) to un-correlate
the three channels. In the proposed technique, the
three channels of a color image are uncorrelated using
PCA. The use of PCA has improved the impercepti-
bility of watermarked images as shown in Section 3.1.

Another mathematical tool that has been fre-
quently used in the field of image watermarking is
singular value decomposition (SVD). There are cer-
tain properties of SVD: (1) Alteration in singular
values does not degrade the original image’s visual
quality significantly (the same is true otherwise); (2)
Singular values and vectors possess luminance and
geometric information, respectively (Makbool and
Khoo, 2014), which make them useful in watermark-
ing (Liu and Tan, 2002; Lai, 2011a; Makbool and
Khoo, 2014). Though using SVDs gives satisfactory
results as far as robustness is concerned, it is inef-
ficient in ensuring security (the watermarking tech-
nique must be able to reject all attempts to retrieve
the watermark using incorrect keys) (Makbool and
Khoo, 2014). For example, Liu and Tan (2002) pro-
posed a spatial watermarking technique. The water-
mark is embedded by changing singular values of the
host image, whereas the singular vectors are left un-
changed. The singular vectors are saved as a security
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key and required at the time of watermark retrieval.
Later on, it was discovered that using altogether dif-
ferent singular vectors leads to a different watermark
retrieval, which is not even embedded in that im-
age (Zhang and Li, 2005; Rykaczewski, 2007). This
means anyone with an incorrect key can extract the
watermark of their choice, and hence can claim the
ownership. Due to this major drawback, the princi-
pal purpose of a watermarking technique to ensure
copyright protection cannot be achieved. An im-
proved version of Liu and Tan (2002)’s technique
was presented by Lai and Tsai (2010), using discrete
wavelet transform (DWT) in addition to SVD. Nev-
ertheless, the flaw in Liu and Tan (2002) was also
presented in Lai and Tsai (2010). A slightly mod-
ified technique (Lai, 2011a) also had these kinds of
flaws (Loukhaoukha, 2013; Yavuz and Telatar, 2013).
Therefore, to design the proposed technique, impor-
tance is given to security, and it is confirmed that
without an authentic key neither a true nor a falla-
cious watermark can be extracted, as shown in Sec-
tion 3.4. The proposed scheme relies mainly on SVD.
Therefore, the SVD-based techniques in Roy et al.
(2015) and Fazli and Moeini (2016), which have also
tried to meet the security requirement, are chosen
for comparison. In addition, two more watermarking
techniques in Han et al. (2017) and Vo et al. (2017),
in which solutions have been proposed for color im-
ages, are also considered for comparison, especially
in terms of imperceptibility. In addition to PCA
and DWT, SVD is used in the proposed technique
to achieve robustness and security. The proposed
scheme relies mainly on DWT, SVD, and PCA, so
these three mathematical tools are briefly discussed
in the following subsections.

1.1 Discrete wavelet transform

The Fourier transform is a useful tool to analyze
the frequency component of a signal, but it does not
provide time information. However, the short time
Fourier transform (STFT) provides information for
both frequency and time of a signal. The length
of the window is used to calculate spectrogram is
limited, and hence it provides very limited frequency
resolution.

To analyze the time and frequency information
of a signal at the same time, wavelet transform is
used (Gonzalez and Woods, 2008). Fig. 1 explains
this phenomenon. DWT decomposes images of size

M × N into approximate horizontal, vertical, and
diagonal bands, each of size (M/m)× (N/m), where
m represents the level of decomposition. DWT gives
multi-resolution representation of an image (You
et al., 2010). The high frequency bands (horizon-
tal, vertical, and diagonal) represent the texture and
edges of an image.

Fig. 1 Generic signal transform: (a) time domain; (b)
frequency domain; (c) short time Fourier transform;
(d) discrete wavelet transform

1.1.1 One-dimensional discrete wavelet transform

Let f(n) represent a one-dimensional discrete
signal of length M . Given the scaling function ϕj0,k

and wavelet function Ψj,k, wavelet transform can be
calculated as

Wϕ(j0, k) =
1√
M

M∑

n=0

f(n)ϕj0,k(n), (1)

WΨ (j, k) =
1√
M

M∑

n=0

f(n)Ψj,k(n), (2)

where j ≥ j0, Wϕ represents the approximation co-
efficient, and ϕ denotes detailed coefficients. Usu-
ally, j0 = 0, J = log2M, n = 0, 1, . . . ,M − 1, j =

0, 1, . . . , J − 1, and k = 0, 1, . . . , 2j − 1. The sig-
nal f(n) can be represented as a weighted sum of
approximation and detailed coefficients:

f(n) =
1√
M

∑

k

Wϕ(j0, k)ϕj0,k(n)

+
1√
M

∞∑

j=j0

∑

k

WΨ (j, k)Ψj,k(n).

(3)
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1.1.2 Two-dimensional discrete wavelet transform

Given an image f(x, y) of size M × N , the ap-
proximation and detailed coefficients are calculated
as

Wϕ(j0,m, n)=
1√
MN

M−1∑

x=0

N−1∑

y=0

f(x,y)ϕj0,m,n(x,y), (4)

W i
Ψ (j,m, n)=

1√
MN

M−1∑

x=0

N−1∑

y=0

f(x, y)Ψ i
j,m,n(x, y), (5)

where i = {H,V,D}. Wϕ(j0,m, n) represents the
approximation coefficient of image f(x, y) at the
j0 level. The detailed coefficients WH

Ψ (j,m, n),
WV

Ψ (j,m, n), and WD
Ψ (j,m, n) measure the variation

along horizontal (x-axis), vertical (y-axis), and di-
agonal of a two-dimensional signal for j ≥ j0, re-
spectively. Supposing j0 = 0, m = 0, 1, . . . ,M − 1,
and n = 0, 1, . . . , N − 1, normally M and N are
selected to be the same, so J = log2M and J =

log2N , j = 0, 1, . . . , J − 1. The scaling function
ϕ(x, y) and wavelet functions (directionally sensi-
tive) ΨH(j,m, n), ΨV(j,m, n), and ΨD(j,m, n) are
separable. Hence, they can be written as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ϕ(x, y) = ϕ(x)ϕ(y),

ΨH(x, y) = Ψ(x)ϕ(y),

ΨV(x, y) = ϕ(x)Ψ(y),

ΨD(x, y) = Ψ(x)Ψ(y).

(6)

Similarly, the image f(x, y) can be represented
as a weighted sum of approximation and detailed
coefficients:

f(x,y)=

√
1

MN

(M−1∑

m=0

N−1∑

n=0

Wϕ(j0,m, n)ϕj0,m,n(x, y)

+
∑

i=H,V,D

∞∑

j=j0

M−1∑

m=0

N−1∑

n=0

W i
Ψ (j,m, n)Ψ i

j,m,n(x, y)

)
.

(7)

The procedures of DWT and inverse discrete
wavelet transform (IDWT) are shown in Figs. 2 and
3, respectively. Fig. 4 shows the original image and
its DWT decomposed bands.

The approximation band shown in Fig. 4b can
further be decomposed, and the size of next decom-
posed bands would be half the size of the approxima-
tion band. The further decomposed bands are shown
in Fig. 5.

There are many advantages of using DWT,
specifically in watermarking. For instance, DWT

f(m,n)

h0(m)

h1(m)

h0(n)

h0(n)

h1(n)

h1(n)

Rows
(along m)

Rows

Columns

Columns

Columns

Columns
(along n)

a(m,n)

dV(m,n)

dH(m,n)

dD(m,n)

2↓

2↓

2↓

2↓

2↓

2↓

Fig. 2 Analysis filter bank (Gonzalez and Woods,
2008)
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Rows

Rows
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2↑

2↑

2↑

2↑

2↑

+

+

+

hψ(m)

hφ(m)

hφ(m)

hψ(m)

hψ(n)

hφ(n)

Wφ(j+1,m,n)

Wψ(j,m,n)D

Wψ(j,m,n)V

Wψ(j,m,n)H

Wφ(j,m,n)

+

+

+

Fig. 3 Synthesis filter bank (Gonzalez and Woods,
2008)

(a)

(b) (c)

(d) (e)

Fig. 4 One-level DWT decomposition: (a) original
image of size M ×N; (b) approximation band of size
(M/2)× (N/2); (c) horizontal band of size (M/2)×
(N/2); (d) vertical band of size (M/2) × (N/2); (e)
diagonal band of size (M/2)× (N/2)

(a)

(b) (c)

(d) (e)

Fig. 5 Two-level DWT decomposition: (a) approx-
imation band from Fig. 4b; (b) approximation band
of size (M/4) × (N/4); (c) horizontal band of size
(M/4) × (N/4); (d) vertical band of size (M/4) ×
(N/4); (e) diagonal band of size (M/4)× (N/4)

is very useful in image watermarking because it
provides information regarding the area, and the
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information is less sensitive to disturbances (Barni
et al., 2001). Additionally, the three detailed sub-
bands (horizontal, vertical, and diagonal bands) are
not suitable for watermark embedding in terms of ro-
bustness, especially against compression or blurring
(Barni et al., 2001).

1.2 Singular value decomposition

Given an image A of size M × N , the singular
value decomposition (SVD) is represented as

A =USV T, (8)

A=

⎡

⎢⎢⎢⎣

a11 a12 . . . a1N
a21 a22 . . . a2N
...

...
...

aM1 aM2 . . . aMN

⎤

⎥⎥⎥⎦, U=

⎡

⎢⎢⎢⎣

u11 u12 . . . u1M

u21 u22 . . . u2M

...
...

...
uM1 uM2 . . . uMM

⎤

⎥⎥⎥⎦,

V =

⎡

⎢⎢⎢⎣

v11 v12 . . . v1N
v21 v22 . . . v2N
...

...
...

vN1 vN2 . . . vNN

⎤

⎥⎥⎥⎦, S=

⎡

⎢⎢⎢⎣

s11 s12 . . . s1N
s21 s22 . . . s2N
...

...
...

sM1 sM2 . . . sMN

⎤

⎥⎥⎥⎦,

where U is an M × M unitary matrix, and the M

columns of U are called left singular vectors and con-
tain geometrical details of an image, specifically the
horizontal details. S is an M × N diagonal matrix
containing non-negative values called singular values
in descending order, containing the luminance infor-
mation of an image. V is an N ×N unitary matrix.
The N columns of V are called right singular vectors
and contain the vertical details of an image.

SVD has certain properties, which make it use-
ful in the field of image processing like compression,
watermarking, and noise reduction. A few of these
properties are listed below: (1) The changes in sin-
gular values do not make any significant change in
the image itself (Makbool and Khoo, 2014); (2) Sin-
gular values contain luminance information of an im-
age (Makbool and Khoo, 2014); (3) Singular vectors
U and V contain geometrical information (Makbool
and Khoo, 2014), with U containing horizontal de-
tails of an image and V maintaining vertical details;
(4) Singular values are arranged in descending order,
with the highest singular value containing the most
significant information and smaller values having less
significant information. Thereby, smaller values can
be neglected to save space, because their removals or
changes have no significant impact on image quality
(Makbool and Khoo, 2014).

1.3 Principal component analysis

PCA is used to represent observations, such as
speech signals, images, and any general data, in a
mutually independent form, which reduces the mu-
tual dependencies of components in data (Mudrová
and Procházka, 2005). For a given matrix X of size
N ×K,

X =
[
X1 X2 . . . Xn . . . XN

]T

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x11 x12 . . . x1k . . . x1K

x21 x22 . . . x2k . . . x2K

...
...

...
...

xn1 xn2 . . . xnk . . . xnK

...
...

...
...

xN1 xN2 . . . xNk . . . xNK

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,
(9)

the principal components (mutually independent
components) are obtained as follows:

Y = V (X −MX), (10)

where MX is the mean value and is calculated using
the following relationship:

MX =
1

K

K∑

k=1

Xn. (11)

The vector V in Eq. (10) contains the eigenvec-
tors of covariance matrix (CX) with respect to the
corresponding eigenvalues, arranged in descending
order. The covariance matrix is calculated as

CX =
1

K

K∑

k=1

XnX
T
n −MXMX

T. (12)

PCA is a statistical technique with numer-
ous applications such as data compression, de-
correlation, and pattern recognition (Mudrová and
Procházka, 2005; Santhi and Thangavelu, 2009; Gun-
jal and Mali, 2011). Since the three channels
of a color image are extremely correlated (San-
thi and Thangavelu, 2009; Bhagyashri and Joshi,
2011; Gunjal and Mali, 2011), modifying any one
of them results in changes in the other two chan-
nels, which in turn degrades the visual quality of
the image. Nonetheless, if these mutually depen-
dent channels are de-correlated using PCA (Mudrová
and Procházka, 2005; Sun and Bo, 2011), this depen-
dency can be circumvented.

The detailed procedure of watermark embed-
ding and extraction is discussed in a subsequent
section.
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2 Proposed scheme

In the presented secure and robust image wa-
termarking scheme for color images, PCA is used to
de-correlate the extremely mutually dependent color
channels. Since the first principal component pos-
sesses nearly all information (Vidal et al., 2005), to
embed a watermark, the first principal component
is chosen. The principal component with maximum
information is subjected to multi-resolution decom-
position using DWT and results in four bands: A, H,
V, and D. The approximation band A is chosen for
watermark embedding, while keeping other bands in-
tact to maintain the edge information of the image,
as H, V, and D bands contain horizontal, vertical,
and diagonal details, respectively. DWT not only
improves the imperceptibility but also increases the
security level because of the spreading of hidden in-
formation over the whole image during inverse trans-
form. To ensure the security of the proposed scheme,
A is further divided into distinct blocks. Then each
block is decomposed into singular vectors (U and
V ) and singular values (λ). Finally, the least cor-
related elements from U , V , and λ are selected for
modification, and their locations are saved. Those
locations work as a secret key and are required when
the watermark is to be extracted. As a result, a
watermarking technique for color images is devised
to meet all four requirements (imperceptibility, se-
curity, robustness, and capacity) at the same time.
The only limitation of the proposed scheme is that
the size of watermark should be 1/64 of the size of
the cover image. The detailed procedures of wa-
termark embedding and extraction are discussed in
Sections 2.1 and 2.2, respectively.

2.1 Watermark embedding

Three channels are extracted from the original
color image I of size M ×N as

IR=

⎡

⎢⎢⎢⎣

ρ11 ρ12 . . . ρ1N
ρ21 ρ22 . . . ρ2N
...

...
...

ρM1 ρM2 . . . ρMN

⎤

⎥⎥⎥⎦, IG=

⎡

⎢⎢⎢⎣

γ11 γ12 . . . γ1N
γ21 γ22 . . . γ2N
...

...
...

γM1 γM2 . . . γMN

⎤

⎥⎥⎥⎦,

IB=

⎡

⎢⎢⎢⎣

β11 β12 . . . β1N

β21 β22 . . . β2N

...
...

...
βM1 βM2 . . . βMN

⎤

⎥⎥⎥⎦. (13)

A correlation matrix C for a given matrix A is
calculated as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

C =
1

M ×N
AAT = Φ∧Φ−1,

A =

⎡

⎣
ρ1 ρ2 . . . ρi . . . ρM

γ1 γ2 . . . γi . . . γM

β1 β2 . . . βi . . . βM

⎤

⎦ ,

Φ =

⎡

⎣
φ11 φ12 φ13

φ21 φ22 φ23

φ31 φ32 φ33

⎤

⎦ ,

∧ =

⎡

⎣
∧11 0 0

0 ∧22 0

0 0 ∧33

⎤

⎦ ,

(14)

where ρi = [ρi1, ρi2, . . . , ρiN ], γi = [γi1, γi2, . . . ,γiN ],
βi = [βi1, βi2, . . . , βiN ], and ∧11 ≥ ∧22 ≥ ∧33.

PCA (disscused in Section 1.3) is used to obtain
the de-correlated principal component, which is the
red channel of matrix C (Vidal et al., 2005):

P = ΦTA =
[
Pρ Pγ Pβ

]T

=

⎡

⎣
Pρ1 Pρ2 . . . Pρi . . . PρM

Pγ1 Pγ2 . . . Pγi . . . PγM

Pβ1 Pβ2 . . . Pβi . . . PβM

⎤

⎦ ,
(15)

where Pρi = [pρi1 , pρi2 , . . . , pρiN ], Pγi = [pγi1 , pγi2 ,
. . . , pγiN ], and Pβi = [pβi1 , pβi2 , . . . , pβiN ].
Remark 1 Since the three channels of a color image
are extremely correlated (Santhi and Thangavelu,
2009; Bhagyashri and Joshi, 2011; Gunjal and Mali,
2011), modifying any one of them results in changes
in the other two channels, which in turn degrades
the visual quality of the image. Nonetheless, if these
mutually dependent channels are de-correlated using
PCA (Sun and Bo, 2011), this dependency can be
circumvented.

Pρ of P is used to obtain Pρn:

Pρn =

⎡

⎢⎢⎢⎣

pρ11 pρ12 . . . pρ1N

pρ21 pρ22 . . . pρ2N

...
...

...
pρM1 pρM2 . . . pρMN

⎤

⎥⎥⎥⎦ . (16)

Pρn is subjected to multi-resolution decompo-
sition. We can obtain A, H, V, and D bands using
DWT:

(A,H,V,D) = DWT(Pρn). (17)

Remark 2 DWT is used to improve robust-
ness and security (Dharwadkar et al., 2011). During
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the inverse transform, the embedding information is
spread over the entire image, which improves robust-
ness and security. From the four bands, the approx-
imation band A is chosen for watermark embedding
to keep the edge information intact, as the horizon-
tal, vertical, and diagonal details are maintained by
H, V, and D bands, respectively (Ali and Ahn, 2014).

The approximation band A is decomposed into
distinct blocks Bi, where i ∈ [1, M×N

64 ]. Conse-
quently, in total M×N

64 unique blocks are created and
each block has dimension 4× 4.

A set of unique numbers is defined to satisfy
the condition, k = {1, 2, . . . , �M×N

64 �}. The blocks
selected based on k are decomposed using SVD into
right U , left V vectors, and singular values λ:

Bi = UiλiV
T
i , i = k = 1, 2, . . . , �M ×N

64
�. (18)

Remark 3 A little disturbance in an image does
not cause significant changes in the singular val-
ues, and vice versa (Santhi and Thangavelu, 2009;
Bhagyashri and Joshi, 2011; Dharwadkar et al., 2011;
Makbool and Khoo, 2014).
Remark 4 Singular values contain luminance in-
formation; in contrast, singular vectors possess ge-
ometric information (Bhagyashri and Joshi, 2011;
Dharwadkar et al., 2011; Lai, 2011b; Makbool and
Khoo, 2014).

The correlation matrix C for each block Bi is
computed. Based on the correlation matrix, among
the four columns, the column least dependent on
another is selected. We define the least dependent
column s. Similarly, from that column s, the two
least correlated values are found, whose locations are
defined as y and z. Then the two elements located
at (y, s) and (z, s) in Ui, two elements located at
(s, y) and (s, z) in Vi, and one singular value either
(y, y) if y > z or (z, z) if y < z in λi, are selected for
modification. The embedding process is discussed in
detail below:

(1) Watermarking bit is 1 and y < z:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Uwi(y, s)=sgn
(
Ui(y, s)

)·
(
Ũi + γ/2

)
,

Uwi(z, s)=sgn
(
Ui(z, s)

)·
(
Ũi − γ/2

)
,

Vwi(s, y)=sgn
(
Vi(s, y)

)·
(
Ṽi + γ/2

)
,

Vwi(s, z)=sgn
(
Vi(s, z)

)·
(
Ṽi − γ/2

)
,

λwi(z, z)=2λi(y, y).

(19)

(2) Watermarking bit is 1 and y > z:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Uwi(z, s)=sgn
(
Ui(z, s)

)·
(
Ũi + γ/2

)
,

Uwi(y, s)=sgn
(
Ui(y, s)

)·
(
Ũi − γ/2

)
,

Vwi(s, z)=sgn
(
Vi(s, z)

)·
(
Ṽi + γ/2

)
,

Vwi(s, y)=sgn
(
Vi(s, y)

)·
(
Ṽi − γ/2

)
,

λwi(y, y)=2λi(z, z).

(20)

(3) Watermarking bit is 0 and y < z:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Uwi(y, s)=sgn
(
Ui(y, s)

)·
(
Ũi − γ/2

)
,

Uwi(z, s)=sgn
(
Ui(z, s)

)·
(
Ũi + γ/2

)
,

Vwi(s, y)=sgn
(
Vi(s, y)

)·
(
Ṽi − γ/2

)
,

Vwi(s, z)=sgn
(
Vi(s, z)

)·
(
Ṽi + γ/2

)
,

λwi(z, z)=2λi(y, y).

(21)

(4) Watermarking bit is 0 and y > z:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Uwi(z, s)=sgn
(
Ui(z, s)

)·
(
Ũi − γ/2

)
,

Uwi(y, s)=sgn
(
Ui(y, s)

)·
(
Ũi + γ/2

)
,

Vwi(s, z)=sgn
(
Vi(s, z)

)·
(
Ṽi − γ/2

)
,

Vwi(s, y)=sgn
(
Vi(s, y)

)·
(
Ṽi + γ/2

)
,

λwi(y, y)=2λi(z, z).

(22)

In Eqs. (19)–(22), Ũi = 1
2 |Ui (y, s) + Ui (z, s)|,

Ṽi =
1
2 |Vi (s, y) + Vi (s, z)|. The locations of the val-

ues and their corresponding columns are saved and
are required later when the watermark is to be ex-
tracted. As a consequence, keys Zq will be gener-
ated, q = 1, 2, . . . , �M×N

64 �. Each key contains three
numbers and represents the location of least corre-
lated elements from a least correlated column.
Remark 5 Adding information into U results in a
negligible change to the original image, whereas the
addition of the same amount of information into the
rows of U degrades the image quality severely. The
opposite is true for V (see the appendix).

The modified singular vectors Uwi and Vwi

along with singular values λwi are used to obtain
the watermark added blocks:

Bwi= UwiλwiV
T
wi, (23)

where i=k=1, 2,. . . ,�M×N
64 �.
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The watermark added blocks Bwi’s are properly
combined to obtain the watermark added approxi-
mation band Aw.

The modified wavelet band along with unmod-
ified bands is used to obtain the watermark added
principal component:

Pw =
[
Pρw Pγ Pβ

]T

=

⎡

⎣
Pρw1 Pρw2 . . . Pρwi . . . PρwM

Pγ1 Pγ2 . . . Pγi . . . PγM

Pβ1 Pβ2 . . . Pβi . . . PβM

⎤

⎦,
(24)

where Pρwi = [pρwi1 , pρwi2 , . . . , pρwiN ].
⎡

⎢⎢⎢⎣

pρw11 pρw12 . . . pρw1N

pρw21 pρw22 . . . pρw2N

...
...

...
pρwM1 pρwM2 . . . pρwMN

⎤

⎥⎥⎥⎦

= IDWT(Aw,H,V,D).

(25)

The principal components are used to obtain
matrix Aw:

Aw = ΦPw

=

⎡

⎣
ρw1 ρw2 . . . ρwi . . . ρwM

γ1 γ2 . . . γi . . . γM

β1 β2 . . . βi . . . βM

⎤

⎦ ,
(26)

where ρwi = [ρwi1, ρwi2, . . . , ρwiN ].
Finally, the watermarked-image Iw is obtained

using IRw , IG, and IB, where

IRw =

⎡

⎢⎢⎢⎣

ρw11 ρw12 . . . ρw1N

ρw21 ρw22 . . . ρw2N

...
...

...
ρwM1 ρwM2 . . . ρwMN

⎤

⎥⎥⎥⎦. (27)

2.2 Watermark extraction procedure

The received watermarked image Îw may have
been subjected to some kind of degradation, due to
intentional or unintentional attack. This image Îw
is divided into its constituents:

IRw=

⎡

⎢⎢⎢⎣

ρ̂w11 ρ̂w12 . . . ρ̂w1N

ρ̂w21 ρ̂w22 . . . ρ̂w2N

...
...

...
ρ̂wM1 ρ̂wM2 . . . ρ̂wMN

⎤

⎥⎥⎥⎦, IG=

⎡

⎢⎢⎢⎣

γ̂11 γ̂12 . . . γ̂1N
γ̂21 γ̂22 . . . γ̂2N
...

...
...

γ̂M1 γ̂M2 . . . γ̂MN

⎤

⎥⎥⎥⎦,

IB=

⎡

⎢⎢⎢⎢⎣

β̂11 β̂12 . . . β̂1N

β̂21 β̂22 . . . β̂2N

...
...

...
β̂M1 β̂M2 . . . β̂MN

⎤

⎥⎥⎥⎥⎦
. (28)

The channels ÎRw , ÎG, and ÎB are used to obtain
the correlation matrix Ĉ:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ĉ =
1

M ×N
ÂÂT = Φ̂∧̂Φ̂−1,

Â =

⎡

⎣
ρ̂w1 ρ̂w2 . . . ρ̂wi . . . ρ̂wM

γ̂1 γ̂2 . . . γ̂i . . . γ̂M

β̂1 β̂2 . . . β̂i . . . β̂M

⎤

⎦ ,

Φ̂ =

⎡

⎢⎣
φ̂11 φ̂12 φ̂13

φ̂21 φ̂22 φ̂23

φ̂31 φ̂32 φ̂33

⎤

⎥⎦ ,

∧̂ =

⎡

⎣
∧̂11 0 0

0 ∧̂22 0

0 0 ∧̂33

⎤

⎦ ,

(29)

where ρ̂wi = [ρ̂wi1, ρ̂wi2, . . . , ρ̂wiN ], γ̂i = [γ̂i1, γ̂i2,

. . . , γ̂iN ], and β̂i = [β̂i1, β̂i2, . . . , β̂iN ].
The correlation matrix Ĉ is used to obtain prin-

cipal components:

P̂w =
[
P̂ρw P̂γ P̂β

]T

=

⎡

⎢⎣
P̂ρw1 P̂ρw2 . . . P̂ρwi . . . P̂ρwM

P̂γ1 P̂γ2 . . . P̂γi . . . P̂γM

P̂β1 P̂β2 . . . P̂βi . . . P̂βM

⎤

⎥⎦,
(30)

where P̂ρwi = [p̂ρwi1 , p̂ρwi2 , . . . , p̂ρwiN ], P̂γi =

[p̂γi1 ,p̂γi2 , . . . , p̂γiN ], and P̂βi = [p̂βi1 , p̂βi2 , . . . , p̂βiN ].
The matrix P̂ρwn obtained from the 1st row of

P̂w is divided using DWT:

(Âw, Ĥ, V̂, D̂) = DWT(P̂ρwn),

P̂ρwn =

⎡

⎢⎢⎢⎣

p̂ρw11 p̂ρw12 . . . p̂ρw1N

p̂ρw21 p̂ρw22 . . . p̂ρw2N

...
...

...
p̂ρwM1 p̂ρwM2 . . . p̂ρwMN

⎤

⎥⎥⎥⎦ .
(31)

The received watermark added approximation
band Âw is decomposed into distinct blocks B̂i, i ∈
[1, M×N

64 ]. Consequently, totally M×N
64 unique blocks

are created, and each block has dimension 4× 4.
The blocks selected based on k are decomposed

using SVD into right U and left V vectors and sin-
gular values λ:

B̂i = Ûiλ̂iV̂
T
i , (32)

where i = k = 1, 2, . . . , �M×N
64 �.

The keys Zq, q = 1, 2, . . . , �M×N
64 �, are used here
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to extract the hidden information (watermark):
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ŵi =

{
Φ, if (X = Φ) ∧ (Ω = Φ) ,

Ψ, otherwise,

X=

{
1, Ûwi

(
Zq(2),Zq(1)

)≤Ûwi

(
Zq(3),Zq(1)

)
,

0, otherwise,

Ω=

{
1, V̂wi

(
Zq(1),Zq(2)

)≤V̂wi

(
Zq(1),Zq(3)

)
,

0, otherwise,

Φ=

{
1, λ̂wi

(
Zq(2),Zq(2)

)≤λ̂wi

(
Zq(3),Zq(3)

)
,

0, otherwise,

Ψ = mode{X,Ω,Φ}.

(33)

3 Experimental results

To evaluate the proposed technique, several
experiments were conducted. Six diverse images
(Fig. 6) were chosen as host images. These im-
ages vary in their appearance: some of them are
smooth while others are highly textured. This was
done intentionally to evaluate the performance of
the technique for different images and obtain satis-
factory results. Similarly, two binary images (Fig. 7a
is a simple logo and Fig. 7b is a binary pattern) are
used as watermarks. The evaluation of the scheme is
discussed in detail in subsequent subsections.

3.1 Imperceptibility

The first challenge a watermarking scheme must
confront is to obtain visually almost the same image
after watermark embedding as it was before. This
is defined as imperceptibility (Mohanty et al., 2006).
To measure imperceptibility quantitatively, a metric
called the peak signal-to-noise ratio (PSNR) is used
(Mohanty et al., 2006; Makbool and Khoo, 2014).
The formula to calculate PSNR (Drew and Bergner,
2008; Chen et al., 2014) is shown in Eq. (34):
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

PNSRdB = 10lg
2552

MSE
,

MSE=
1

3MN

M−1∑

x=0

N−1∑

y=0

∑

k

(
Ik(x, y)−Ikw(x, y)

)
,

(34)

where Ik denotes the original image, Ikw represents
the watermarked image, and k ∈ {R,G,B}.

The PSNR values of the scheme for all images
(Gonzalez and Woods, 2008) are shown in Table 1
for a wide range of scaling factors.

(a) (b)

(c) (d)

(e) (f)

Fig. 6 Host images (512×512): (a) Lena; (b) Baboon;
(c) Scenery; (d) Plane; (e) Peppers; (f) Crane

Fig. 7 Original watermark: (a) simple logo; (b) binary
pattern

Table 1 PSNR values of different images for a range
of scaling factors

Image
PSNR (dB)

γ = 0.01 γ = 0.03 γ = 0.05 γ = 0.07 γ = 0.09

Lena 57.1587 55.9607 54.7786 53.6421 52.6026
Baboon 46.6570 46.1122 45.5749 45.0376 44.5172
Scenery 55.3104 52.4579 50.0438 47.9565 46.2196
Plane 54.8142 53.7218 52.6163 51.5416 50.5498
Peppers 59.0879 57.0622 55.1202 53.4783 52.0509
Crane 54.4168 53.5423 52.6743 51.8306 51.0145

At the same time, the comparison of the pro-
posed scheme with the latest techniques is shown in



Imran et al. / Front Inform Technol Electron Eng 2019 20(7):946-963 955

Table 2, with γ = 0.05 and the watermark shown in
Fig. 7b. It is evident from Table 2 that the proposed
technique is better than the existing techniques (Roy
et al., 2015; Fazli and Moeini, 2016) in terms of
PSNR.

Table 2 PSNR values of the proposed scheme and
existing schemes for comparison

PSNR (dB)

Image
Proposed

Fazli and Moeini Roy et al.
(2016) (2015)

Lena 54.7786 38.1630 33.6223
Baboon 45.5749 32.5976 26.9310
Scenery 50.0438 34.7439 32.4283
Plane 52.6163 36.4416 33.9467
Pepper 55.1202 37.3452 32.0110
Crane 52.1202 38.9102 35.9553

Another way to measure imperceptibility is by
qualitative analysis. To do so, both original and wa-
termarked images are presented to the end user. The
watermark images are shown in Fig. 8. It is clearly
seen that for a human eye, there is no perceptible
difference between the original (Fig. 6) and the wa-
termarked images (Fig. 8). This further strengthens
the evidence that the proposed scheme’s performance
is satisfactory in terms of imperceptibility.

In addition to the above images (Fig. 6), we
compared 21 different images from the Kodak im-
age database (Kodak, 2013) to investigate the per-
formance of the proposed scheme. The comparison
of the proposed technique with the state-of-the-art
techniques (Han et al., 2017; Vo et al., 2017), in
terms of PSNR, is shown in Fig. 9. It is evident
that the proposed scheme outperforms the existing
techniques in terms of imperceptibility.

Another metric called the structural similarity
index (SSIM) (Roy et al., 2015), shown in Eq. (35), is
used to evaluate the quality of watermarked images
with respect to the original host images:

SSIM =
(2μIμIw +K1) (2ρIρIw +K2)(
2μ2

Iμ
2
Iw

+K1

) (
2ρ2Iρ

2
Iw

+K2

) , (35)

where μI and μIw denote the means of the orig-
inal and watermarked images respectively, and ρI
and ρIw represent the variances of the original and
watermarked images respectively. K1 and K2 are
constants almost equal to zero, used to avoid the
circumstance in which the summation of means or
variances becomes zero. The comparison in terms of

(a) (b)

(c) (d)

(e) (f)

Fig. 8 Watermarked images (512 × 512): (a) Lena;
(b) Baboon; (c) Scenery; (d) Plane; (e) Peppers; (f)
Crane

Image number

PS
N

R
 (d

B)

0
10
20
30
40
50
60

3 6 9 12 150 18 21

Proposed
technique

Han et al.’s 
technique

Vo et al.’s 
technique

Fig. 9 Comparison of the proposed techique with
other techiques (Han et al., 2017; Vo et al., 2017) in
terms of PSNR using the Kodak database

SSIM with γ = 0.05 of the proposed technique with
the existing techniques (Roy et al., 2015; Fazli and
Moeini, 2016) is shown in Fig. 10. It is clearly seen
that the quality of watermarked images obtained us-
ing the proposed technique is much better than that
of the latest watermarking schemes.

3.2 Robustness

The watermarked image, once obtained success-
fully with good PSNR, may then be subjected to
degradation due to attack. These attacks may be
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Fig. 10 Comparison of the proposed techique with
other techiques (Roy et al., 2015; Fazli and Moeini,
2016) in terms of SSIM

intentional to destroy (remove) the watermark or
unintentional. Whatever the case, it is difficult to
extract a recognizable watermark from attacked or
degraded watermarked images. This leads us to a
second requisite: in spite of being attacked on wa-
termarked images, the watermarking scheme must

be robust enough to extract the recognizable water-
mark (Makbool and Khoo, 2014).

We have designed several attacks to evalu-
ate the performance pertinent to robustness, such
as histogram equalization (HIEQ), speckle noise
(SKLNO), X-shearing (XSHER), JPEG compression
(COMP), average filtering (AVGFL), salt & pep-
per noise (S&PNO), translation (TRLA), Gaussian
noise (GAUNO), Y-shearing (YSHER), motion blur-
ring (MOTBL), scaling (SCAL), affine transforma-
tion (AFTRA), rotation (ROTN), simple blurring
(SIMBL), and cropping (CROP). These attacks with
different parameters, as shown in Table 3, were ap-
plied on watermarked images. Then watermarks
were retrieved from those distorted watermarked
images.

Like imperceptibility, robustness can also be

Table 3 Normalized correlation (NC) for different attacks

Attack Parameter
NC

γ = 0.01 γ = 0.03 γ = 0.05 γ = 0.07 γ = 0.09

ROTN φ = 45◦ 0.7367 0.8313 0.8281 0.8320 0.8329
φ = 90◦ 0.8134 0.8288 0.8304 0.8325 0.8308
φ = 135◦ 0.7434 0.8188 0.8192 0.8206 0.8232

TRLA Displaced by 40% 0.8608 0.8570 0.8572 0.8608 0.8581
Displaced by 60% 0.8190 0.8540 0.8545 0.8486 0.8529
Displaced by 120% 0.7623 0.8368 0.8370 0.8409 0.8384

XSHER Sheared by −0.5 factor 0.7984 0.8375 0.8391 0.8402 0.8430
Sheared by −0.4 factor 0.8439 0.8430 0.8446 0.8459 0.8432

YSHER Sheared by 0.5 factor 0.8434 0.8514 0.8473 0.8563 0.8505
Sheared by 0.4 factor 0.8439 0.8437 0.8428 0.8384 0.8439

AFTRA Sheared by 0.5 factor 0.7986 0.8197 0.8188 0.8148 0.8188
Sheared by 0.4 factor 0.8227 0.8262 0.8285 0.8290 0.8213

SCAL Scaled up 3× 0.9759 0.9828 0.9818 0.9816 0.9816
Scaled up 0.5× 0.9462 0.9547 0.9551 0.9557 0.9583

CROP Cropped 10% from center 0.8830 0.8845 0.8821 0.8817 0.8827
Cropped 25% from sides 0.8563 0.8639 0.8648 0.8656 0.8645

GAUNO m = 0.0, ρ2 = 0.01 0.9019 0.9097 0.9025 0.9124 0.9156
m = 0.4, ρ2 = 0.01 0.8838 0.8897 0.8871 0.8903 0.8916
m = 0.5, ρ2 = 0.5 0.8751 0.8690 0.8729 0.8740 0.8790

S&PNO 10% density 0.8922 0.8920 0.8984 0.9027 0.8993
50% density 0.8612 0.8554 0.8683 0.8665 0.8596

SKLNO 10% density 0.8927 0.8976 0.8974 0.8970 0.8974
50% density 0.8623 0.8643 0.8594 0.8567 0.8603

Blurring SIMBL 0.8920 0.8980 0.8995 0.8987 0.9016
MOTBL 0.8881 0.8907 0.8922 0.8909 0.8890

AVGFL 3× 3 0.9342 0.9424 0.9472 0.9477 0.9483
5× 5 0.9002 0.9008 0.9027 0.9052 0.9093
7× 7 0.8942 0.8957 0.8976 0.8980 0.8950

HIEQ 0.8616 0.8629 0.8636 0.8643 0.8656
COMP Quality factor=30 0.8411 0.8383 0.7906 0.7853 0.7754

Quality factor=50 0.8630 0.8612 0.8639 0.8610 0.8590
Quality factor=70 0.8798 0.8955 0.9034 0.9299 0.9306

ROTN: rotation; TRLA: translation; XSHER: X-shearing; YSHER: Y-shearing; AFTRA: affine transformation; SCAL:
scaling; CROP: cropping; GAUNO: Gaussian noise; S&PNO: salt & pepper noise; SKLNO: speckle noise; MOTBL: motion
blurring; SIMBL: simple blurring; AVGFL: average filtering; HIEQ: histogram equalization; COMP: JPEG compression
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measured quantitatively, using normalized correla-
tion (NC) (Luo et al., 2010). NC values of the pro-
posed scheme for retrieved watermarks are shown in
Table 3. The scheme is compared with other existing
schemes, as shown in Table 4. To achieve the results
in Tables 3 and 4, the watermark shown in Fig. 7a
was used.

NC=

S∑
s=1

T∑
t=1

(
W

(
s, t

)
Ŵ

(
s, t

))

√
S∑

s=1

T∑
t=1

W 2(s, t)

√
S∑

s=1

T∑
t=1

Ŵ 2(s, t)

. (36)

The proposed scheme also achieves better re-
sults than the latest watermarking techniques in
terms of robustness. To further validate the perfor-
mance of the scheme, the watermarks extracted for
qualitative analysis are shown in Fig. 11. It can be
seen that the watermarks extracted are identifiable
and therefore are sufficient to claim ownership.

The bit error rate (BER) (Luo et al., 2010) is an-
other way to measure the robustness of watermark-
ing techniques (Ranjbara et al., 2013; Prathap et al.,
2014). Comparison of the proposed techique with
other techiques (Roy et al., 2015; Fazli and Moeini,
2016) in terms of BER is shown in Table 5.

BER =
Number of wrong bits extracted

Total number of bits embedded
. (37)

In addition to NC and BER, the normalized
hamming distance (NHD) (Ranjbara et al., 2013)

is used to authenticate the robustness:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

NHD =
1

XY

X∑

x=1

Y∑

y=1

hwŵ(x, y),

hwŵ(x, y) =

{
1, if w(x, y) = ŵ(x, y),

0, otherwise.

(38)

The comparison of the proposed scheme using
NHD with other existing schemes (Table 6) shows
a significant improvement over the state-of-the-art
watermarking schemes (Roy et al., 2015; Fazli and
Moeini, 2016).

3.3 Capacity

The watermarking scheme must be designed in
such a way that it can conceal as much information
as possible into the host image without compromis-
ing its visual quality, which is called capacity. The
involvement of singular vectors (U and V ) and sin-
gular values (λ) significantly enhanced the capacity
of the presented scheme. Therefore, for an image of
size 512 × 512, the capacity is 3 × 64 × 64, which
is considered a high capacity. The capacity of the
scheme proposed in Prathap et al. (2014) is 64× 64.
The capacity of the proposed scheme is twice more
than the capacities of the schemes proposed in Roy
et al. (2015) and Fazli and Moeini (2016).

Table 4 Normalized correlation (NC) for different techniques

Attack
NC for Lena NC for Peppers

Proposed
Fazli and Moeini Roy et al.

Proposed
Fazli and Moeini Roy et al.

(2016) (2015) (2016) (2015)

ROTN 0.7367 0.5617 0.4507 0.8329 0.7116 0.5281
TRLA 0.7623 0.5675 0.4857 0.8384 0.7965 0.5764
XSHER 0.7984 0.6255 0.5019 0.8430 0.7288 0.5419
YSHER 0.8439 0.6796 0.5559 0.8439 0.7392 0.6294
AFTRA 0.8227 0.7651 0.6010 0.8213 0.7671 0.5852
SCAL 0.9462 0.8508 0.7254 0.9583 0.8379 0.5868
CROP 0.8563 0.7298 0.5575 0.8645 0.7825 0.6214
GAUNO 0.8751 0.7980 0.6458 0.8790 0.7869 0.5911
S&PNO 0.8612 0.7342 0.6307 0.8596 0.7311 0.5369
SKLNO 0.8623 0.7338 0.6023 0.8603 0.7872 0.5524
MOTBL 0.8920 0.7979 0.7176 0.9016 0.7802 0.6094
SIMBL 0.8881 0.7451 0.6792 0.8890 0.7793 0.5638
AVGFL 0.9002 0.7558 0.6764 0.9093 0.6948 0.5725
HIEQ 0.8616 0.7451 0.6578 0.8656 0.7181 0.5595
COMP 0.8630 0.6871 0.6466 0.8590 0.7659 0.5603

ROTN: rotation; TRLA: translation; XSHER: X-shearing; YSHER: Y-shearing; AFTRA: affine transformation; SCAL:
scaling; CROP: cropping; GAUNO: Gaussian noise; S&PNO: salt & pepper noise; SKLNO: speckle noise; MOTBL: motion
blurring; SIMBL: simple blurring; AVGFL: average filtering; HIEQ: histogram equalization; COMP: JPEG compression
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Fig. 11 Watermarks extracted from attacks: (a) ROTN; (b) TRLA; (c) XSHER; (d) YSHER; (e) AFTRA;
(f) SCAL; (g) CROP; (h) GAUNO; (i) S&PNO; (j) SKLNO; (k) SIMBL; (l) MOTBL; (m) AVGFL; (n) HIEQ;
(o) COMP; (p) original watermark
ROTN: rotation; TRLA: translation; XSHER: X-shearing; YSHER: Y-shearing; AFTRA: affine transformation; SCAL:
scaling; CROP: cropping; GAUNO: Gaussian noise; S&PNO: salt & pepper noise; SKLNO: speckle noise; MOTBL: motion
blurring; SIMBL: simple blurring; AVGFL: average filtering; HIEQ: histogram equalization; COMP: JPEG compression

Table 5 Bit error rate (BER) for different techniques

Attack
BER for Lena BER for Baboon

Proposed
Fazli and Moeini Roy et al.

Proposed
Fazli and Moeini Roy et al.

(2016) (2015) (2016) (2015)

ROTN 0.1963 0.2938 0.3532 0.2319 0.3470 0.4172
TRLA 0.1563 0.2189 0.2370 0.1592 0.2230 0.2414
XSHER 0.1829 0.2202 0.2684 0.1931 0.2325 0.2834
YSHER 0.2383 0.2641 0.2852 0.2395 0.2654 0.2866
AFTRA 0.2061 0.1827 0.2386 0.2825 0.2505 0.3270
SCAL 0.0520 0.0775 0.1138 0.0647 0.0964 0.1415
CROP 0.1406 0.2095 0.2485 0.1450 0.2161 0.2562
GAUNO 0.1106 0.1360 0.1844 0.0840 0.1033 0.1401
S&PNO 0.1179 0.1481 0.2022 0.1072 0.1346 0.1838
SKLNO 0.1255 0.1830 0.2425 0.1108 0.1615 0.2141
MOTBL 0.1191 0.1686 0.2232 0.1699 0.2406 0.3183
SIMBL 0.1338 0.2107 0.2788 0.1545 0.2433 0.3219
AVGFL 0.1104 0.1777 0.2370 0.1340 0.2156 0.2876
HIEQ 0.0413 0.0523 0.0700 0.0391 0.0496 0.0663
COMP 0.0847 0.1123 0.1371 0.0388 0.0515 0.0628

ROTN: rotation; TRLA: translation; XSHER: X-shearing; YSHER: Y-shearing; AFTRA: affine transformation; SCAL:
scaling; CROP: cropping; GAUNO: Gaussian noise; S&PNO: salt & pepper noise; SKLNO: speckle noise; MOTBL:
motion blurring; SIMBL: simple blurring; AVGFL: average filtering; HIEQ: histogram equalization; COMP: JPEG
compression

3.4 Security

The fourth and also the last requisite a water-
marking scheme must meet is security (Makbool and

Khoo, 2014). A watermarking scheme is said to be
secure if only the authorized personnel with the help
of a genuine key can extract a watermark. To test
the security of the proposed scheme, numerous fake
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Table 6 Normalized Hamming distance (NHD) for different techniques

Attack
NHD for Baboon NHD for Peppers

Proposed
Fazli and Moeini Roy et al.

Proposed
Fazli and Moeini Roy et al.

(2016) (2015) (2016) (2015)

ROTN 0.7363 0.5614 0.4669 0.7334 0.5592 0.4650
TRLA 0.8213 0.6114 0.5647 0.8109 0.6037 0.5575
XSHER 0.8328 0.6525 0.5353 0.8042 0.6301 0.5169
YSHER 0.8391 0.6757 0.6258 0.8438 0.6795 0.6293
AFTRA 0.8052 0.7488 0.5737 0.7173 0.6671 0.5111
SCAL 0.9514 0.8555 0.5826 0.9592 0.8625 0.5873
CROP 0.8689 0.7405 0.6245 0.8606 0.7334 0.6186
GAUNO 0.8735 0.7965 0.5874 0.8801 0.8025 0.5918
S&PNO 0.8699 0.7416 0.5433 0.8728 0.7440 0.5451
SKLNO 0.8726 0.7425 0.5603 0.8745 0.7441 0.5615
MOTBL 0.8926 0.7984 0.6033 0.8933 0.7990 0.6038
SIMBL 0.8748 0.7340 0.5548 0.8833 0.7411 0.5602
AVGFL 0.9158 0.7689 0.5766 0.9207 0.7730 0.5797
HIEQ 0.9507 0.8221 0.6145 0.9375 0.8107 0.6060
COMP 0.9004 0.7169 0.5873 0.8833 0.7033 0.5762

ROTN: rotation; TRLA: translation; XSHER: X-shearing; YSHER: Y-shearing; AFTRA: affine transformation; SCAL:
scaling; CROP: cropping; GAUNO: Gaussian noise; S&PNO: salt & pepper noise; SKLNO: speckle noise; MOTBL:
motion blurring; SIMBL: simple blurring; AVGFL: average filtering; HIEQ: histogram equalization; COMP: JPEG
compression

(false) keys were created and then with the help
of those keys watermarks were extracted. Despite
several attempts with several keys, no recognizable
watermark was extracted. For simplicity, the wa-
termarks extracted using 16 different fake keys are
shown in Fig. 12. It is obvious that not a single re-
trieved watermark is recognizable, which illustrates
the high security level of the proposed scheme.

4 Conclusions

A block-based secure and robust watermarking
technique is presented for color images based on
multi-resolution decomposition and de-correlation.
The main objective is to design a watermarking
scheme that can meet almost all requirements of
a watermarking scheme. To do so, the mutually
dependent color channels are de-correlated, and
after multiple resolution decompositions, a band
is chosen in such a way that textural information
does not get changed by embedding the watermark.
Then, a novel approach is adopted to select the
values for watermark embedding. The locations of
values chosen for watermark embedding are used as
secret keys. This novel approach can obtain good
results in terms of robustness, imperceptibility,
capacity, and security.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)
Fig. 12 Watermarks retrieved using incorrect se-
curity keys: (a) ROTN; (b) TRLA; (c) XSHER;
(d) YSHER; (e) AFTRA; (f) SCAL; (g) CROP; (h)
GAUNO; (i) S&PNO; (j) SKLNO; (k) SIMBL; (l)
MOTBL; (m) AVGFL; (n) HIEQ; (o) COMP; (p)
original watermark
ROTN: rotation; TRLA: translation; XSHER: X-shearing;
YSHER: Y-shearing; AFTRA: affine transformation; SCAL:
scaling; CROP: cropping; GAUNO: Gaussian noise; S&PNO:
salt & pepper noise; SKLNO: speckle noise; MOTBL: motion
blurring; SIMBL: simple blurring; AVGFL: average filtering;
HIEQ: histogram equalization; COMP: JPEG compression
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Appendix: mathematical background

Consider that an image A of size M ×N is de-
composed into left singular vectors U , singular val-
ues S, and right singular vectors V :

{
A = USV T,

U = [uxx],S = [λxy],V = [vyy],
(A1)

where 1 ≤ x ≤ M , 1 ≤ y ≤ N , λxy = 0 when x 	= y.
Finding 1 The changes introduced in the columns
of U are less perceptible in the original image A

compared to the same number of changes introduced
in the rows of U .

The element of A, apq, can be reconstructed
from U , S, and V , using the following relationship:

apq =

M∑

x=1

N∑

y=1

upxλxyvyq, (A2)

where 1 ≤ p ≤ M , 1 ≤ q ≤ N .
Replacing the first column of U (up1 = 0), we

can reduce Eq. (A2) to Eq. (A3):

apq =
M∑

x=2

N∑

y=1

upxλxyvqy , (A3)

where 1 ≤ p ≤ M , 1 ≤ q ≤ N .
Likewise, if the first row of U is set to 0

(u1x = 0), we can reduce Eq. (A2) to Eq. (A4):
⎧
⎪⎪⎨

⎪⎪⎩

a1q = 0,

a2q =
M∑

x=1

N∑

y=1

upxλxyvqy ,
(A4)

where 2 ≤ p ≤ M , 1 ≤ q ≤ N .
From Eq. (A3), it is clear that the changes in

the original image A are evenly distributed over the
whole image as a result of modifying the columns of
U , and consequently the changes are not perceptible
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by the human eye, whereas, Eq. (A4) suggests that
modifying elements of rows of U causes an entire
row of the original image U to become zero, which
in turn is easily perceptible by a human. Therefore,
it is advisable that to embed a watermark, columns
instead of rows of U should be chosen. Similarly,
rows instead of columns of V should be changed to
conceal a watermark.
Finding 2 The imperceptibility of a watermarked
image further increases when the elements either
from columns of U or from rows of V (least corre-
lated elements) are chosen for watermark embedding.

In Finding 1, it is seen that modifying elements
of columns of U causes less distortion to the orig-
inal image compared to changing elements of rows
of U . Now to prove Finding 2, the elements from
columns of U are chosen for watermark embedding
based on the following three options: (1) Two ele-
ments (2nd and 3rd) from the first column of U are
selected for modification; (2) Two least-correlated
elements from the least-correlated column of U are
selected for modification; (3) Two least-correlated el-
ements from the first column of U are selected for
modification.

The PSNR of watermarked images obtained us-
ing the above-mentioned options is shown in Fig. A1.
It can be seen that modifying the least-correlated el-
ements of a least-correlated column results in higher
PSNR. Therefore, in the proposed scheme, option (2)
of Finding 2 is adopted.
Finding 3 The robustness of a watermarking
scheme further increases if both left (U) and right
(V ) singular vectors are involved in the watermark
embedding process.

In Findings 1 and 2, it is seen that involving
least-correlated elements from columns of U or from
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Fig. A1 Illustration of Finding 2

rows of V improves the imperceptibility. It is also
suggested that involving both U and V improves
imperceptibility. To prove this point, we consider
that an image of size 4×4 is decomposed using SVD:⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A = USV T,

A =

⎡

⎢⎢⎣

70 48 27 134

25 39 122 203

57 255 16 111

35 167 131 158

⎤

⎥⎥⎦,

U =

⎡

⎢⎢⎣

−0.32 −0.20 0.80 0.46

−0.47 −0.67 −0.03 −0.58

−0.57 0.72 0.17 −0.37

−0.60 −0.04 −0.58 0.56

⎤

⎥⎥⎦,

S =

⎡

⎢⎢⎣

442 0 0 0

0 185 0 0

0 0 78 0

0 0 0 20

⎤

⎥⎥⎦,

V =

⎡

⎢⎢⎣

−0.20 0.04 0.58 0.79

−0.63 0.75 −0.20 −0.06

−0.34 −0.44 −0.70 0.44

−0.67 −0.49 0.38 −0.41

⎤

⎥⎥⎦.

(A5)

Suppose that the embedding bit is 1 and a con-
dition is set. For instance, the condition u31 < u21

indicates that the embedding bit is 1; the condi-
tion u31 > u21 suggests that the embedding bit is
0. Keeping these conditions in view, the values of
columns of U are modified as follows (for an embed-
ding bit 0 and γ = 0.01):

⎧
⎪⎨

⎪⎩

uw21=sgn (u21)·
(
Ũi − γ/2

)
= −0.5150,

uw31=sgn (u31)·
(
Ũi + γ/2

)
= −0.5250.

(A6)

Here the condition uw31 < uw21 holds true, in-
dicating that the embedding bit is 0. Now, using
these modified values, the watermarked image Aw is
obtained as

Aw = UwSV
T =

⎡

⎢⎢⎣

70 47 26 134

30 50 128 216

53 242 7 97

35 170 130 160

⎤

⎥⎥⎦ . (A7)

The recipient of watermarked image Aw will
decompose the received image to extract the wa-
termarking bits based on the conditions speci-
fied at the time of watermark embedding. The
values extracted from Aw, based on the condi-
tions, indicate that the watermarking bit is 1
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(uw31 = −0.51 ≥ uw21 = −0.52), whereas in actual-
ity the embedding bit is 0. To avoid this loss of
information and false extraction, the elements of V
are also involved in the watermark embedding pro-
cess. The two values of V are modified as follows
(for an embedding bit 0 and γ = 0.01):

⎧
⎪⎨

⎪⎩

vw12=sgn (v12)·
(
Ṽ − γ/2

)
= 0.3050,

vw13=sgn (v13)·
(
Ṽ + γ/2

)
= 0.3150.

(A8)

Now, using the modified Uw and Vw, obtained
from Eqs. (A6) and (A8) respectively, the water-
marked image Aw is obtained as

Aw = UwSV
T
w =

⎡

⎢⎢⎣

43 47 26 134

−3 50 128 216

85 242 7 97

44 170 130 160

⎤

⎥⎥⎦ . (A9)

To extract the watermarking bit, after decom-
posing Aw using SVD, the condition is checked based
on the elements of Uw. The left singular vector Uw

extracted from Aw is

Uw=

⎡

⎢⎢⎣

−0.31 −0.16 −0.77 −0.53

−0.50 −0.66 −0.05 0.56

−0.53 0.74 −0.19 0.37

−0.61 −0.02 0.60 −0.52

⎤

⎥⎥⎦. (A10)

It can been seen that u31 = −0.53 < u21 =

−0.50, which indicates that the embedding bit is 0.
Hence, involving both left and right singular vec-
tors in the watermark embedding process ensures
robustness.
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