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Abstract: Extreme-scale numerical simulations seriously demand extreme parallel computing capabilities. To
address the challenges of these capabilities toward exascale, we systematically analyze the major bottlenecks of
parallel computing research from three perspectives: computational scale, computing efficiency, and programming
This study

will be useful in synchronizing development between the numerical computing capability and supercomputer peak

productivity. For these bottlenecks, we propose a series of urgent key issues and coping strategies.

performance.
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1 Introduction

Extreme-scale numerical simulation is the pro-
cess of developing numerical software using the soft-
ware on supercomputers to reproduce and advance
the governing laws of the objective world under in-
vestigation, acquiring knowledge from the simula-
tion results, making scientific discoveries, and devel-
oping engineering designs based on this knowledge
(Reed et al., 2005).

bridges numerical simulation and computer architec-

Parallel computing research

tures, and supports the high accuracy of numerical
simulations by continuously improving the comput-
ing capabilities of numerical software. Computing
capability is the numerical computation capability
obtained by numerical simulations on supercomput-
ers. It includes mainly three ingredients: computa-
tional scale, computing efficiency, and programming
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productivity (Dongarra et al., 2003; Amarasinghe
et al., 2011). Computation scale reflects the de-
grees of freedom required by the numerical simula-
tions that are used to reproduce the governing laws
of the objective world under investigation. Comput-
ing efficiency is the floating-point efficiency of these
simulations on supercomputers. Programming pro-
ductivity is the amount of investment required to
develop numerical applications with this high com-
puting capability. Computing capability includes in-
telligence, time, and costs, and covers the full life-
cycle of numerical software, including development,
maintenance, and technical support.

With the advancement of numerical simulation
into the era of coupled multiple physics, the govern-
ing laws of the objective world require serious quan-
titative simulations that can predict experimental
observations and deliver high-impact policy and de-
cision support. New frontiers of multi-physics simu-
lations need to not only combine multiple application
models developed by different teams, but also incor-
porate data analytics, design and optimization, and
uncertainty quantification on the top of traditional
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forward models (Ashby et al., 2011; Keyes et al.,
2013; Johansen et al., 2014). All these require-
ments ask the peak performance of supercomputers
to increase from peta-flops to exa-flops (Lucas et al.,
2014) in many significant applications.

With the development of numerical simulation
for coupled multiple physics and the increases of su-
percomputer peak performance, parallel computing
research has gradually exhibited three major bottle-
necks: limited computational scale, inadequate com-
puting efficiency, and low programming productivity.
The computational scale bottleneck stems from the
extreme complexity of numerical algorithms, which
increases super-linearly with increase in the number
of processor cores. The computing efficiency bot-
tleneck results from the rapid evolution of parallel
computer architectures, which breaks the mapping
strategies of parallel algorithms to computer archi-
tectures all the time. The programming productivity
bottleneck originates from the increasing complexity
of parallel programming, which increases the intel-
ligence, time, and resource requirements of parallel
algorithm implementations, and continuously weak-
ens the extensibility, portability, and inheritability
of numerical software. These three bottlenecks col-
lectively inhibit the acquisition of computing capa-
bility of extreme-scale numerical applications, and
keep widening the gap between software development
productivity and supercomputer advancements (Jo-
hansen et al., 2014).

In this study, we address the above problems
in exascale numerical simulation based on our paral-
lel computing research experience in a series of ma-
jor fundamental research domains, including weapon
physics, fusion energy, fission energy, and equip-
ment manufacturing. We systematically analyze the
above bottlenecks and propose a series of research-
demanding key technology issues and effective coping
strategies. This study will be useful in synchronizing
improvements in extreme-scale numerical computing
capabilities and supercomputer peak performance.

2 Bottlenecks and strategies for com-
putational scale

The governing law of the objective world is often
described by mathematical physics equations. After
the equation is discretized, the discrete system needs
The

to be solved numerically on supercomputers.

algorithm used is a so-called numerical algorithm.
Computational complexity is one key indicator of
numerical algorithms. Generally, an algorithm with
linear complexity is optimal and can be represented
by tn.p = O(Nlog(NP)), where ty,p is the numer-
ical simulation time, NN is the number of degrees of
freedom on each processor, P is the number of pro-
cessor cores, and N x P is the scale of calculation.
As the number of processor cores P increases, ty p
increases only logarithmically, and the computation
is scalable with the growth of P.

For time-dependent mathematical physics equa-
tions, at each time step, the explicit time-stepping
schemes are often of linear complexity. However,
for implicit time-stepping schemes, the resultant dis-
crete systems are often expressed as sparse linear or
non-linear systems, and need to be solved by either
direct methods or iterative methods (Dongarra et al.,
2003). Limited by the solver’s algorithmic complex-
ity, ty p may evolve to O(N*P2~11og(N P)), where
a > 1. The power index « restricts the linear growth
of the computational scale with P. For example, if
o = 2, then ty p grows linearly with P. That is,
when P doubles, ¢y p also doubles, and the compu-
tation does not scale with P. From another point of
view, given fixed ¢ v, p, the computational scale would
not increase with P. When the peak performance
of supercomputers increases from peta-flops to exa-
flops, P will increase by about 100 times. Only when
the numerical algorithms maintain linear complexity,
can computation scale linearly with P.

In the past two decades, many studies have fo-
cused on linear complexity algorithms for implicit
These types of algorithms
are also commonly referred to as fast algorithms and

discretization schemes.

include the domain decomposition method (DDM)
(Dolean et al., 2015), parallel algebra multigrid
method (AMG) (Saad and Darwish, 2009), parallel
fast multipole method (FMM) (Engheta et al., 1992),
fast eigensolvers (Campos and Roman, 2012), fast
Fourier transform, and other discrete transform algo-
rithms (Cooley and Tukey, 1965). These algorithms
have been implemented in many open source li-
braries, including PETSc (Balay et al., 1997), Hypre
(Falgout and Yang, 2002), Trillinos (Heroux et al.,
2005), and SLEPc (Hernandez et al., 2005). How-
ever, with the increasing complexity of physical phe-
nomena, the application characteristics need to be
fully considered by these algorithms to maintain
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linear complexity.

On one hand, when the computational scale in-
creases, the resolution of numerical simulation may
increase, and the physical characteristics such as
strong discontinuity and strong nonlinearity can have
an increasing impact on the numerical properties of
the matrices of the discrete systems. Numerical algo-
rithms need to be designed with these characteristics
in mind. For example, for numerical simulation of
radiation hydrodynamics, when the computational
scale increases, the grid resolution increases, and
the strong non-linearity of electron, ion, and photon
temperatures will increase the emissivity by more
than 10 orders of magnitude over a number of grid
cells. The stiffness of the discrete system is greatly
enhanced, and the parallel algebraic multigrid al-
gorithm needs to perform local coarsening prepro-
cessing to maintain linear complexity (Xu and Mo,
2017). When solving frequency-domain electromag-
netic equations, the parallel fast multipole algorithm
needs to be customized for the electromagnetic prop-
erties of the specific material by local multipole ap-
proximations (Cao et al., 2011).

On the other hand, when the numerical simu-
lation paces towards the coupled multi-physics era,
computational complexity is increasingly driven by
features of the specific application, especially for
overall implicit discretization schemes (Keyes et al.,
2013). A fundamental scientific problem is as fol-
lows: given that the algorithm for the discrete sys-
tems of a single physical field has linear complex-
ity, does that of a multi-physics coupled simulation
also bear linear complexity? There are currently
few theoretical results for this question. However, in
case of operator-splitting-based implicit discretiza-
tions, the answer is usually no. If globally coupled
implicit discretization schemes are used, the ma-
trices of the discrete system are usually asymmet-
ric, and sometimes not diagonally dominant, and
require specific algorithms and pre-conditioners to
achieve linear complexity. For example, when solv-
ing the coupled radiation transport equations in ra-
diation hydrodynamics, the multi-group diffusion
equations and multi-group transport equations are
usually solved by operator-splitting schemes (Keyes
et al., 2013). When solving the ‘force-heat-contact’
coupled structural mechanics problem, the globally
coupled implicit discretization produces a sparse lin-
ear system that needs a specific shear-force-aware
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pre-conditioner to converge (Tian et al., 2018). In
the ‘magnetic-thermal-force’ coupled integrated cir-
cuit packaging simulation, the magnetic field, heat
transfer, and mechanical response are usually solved
using the operator-splitting scheme (Zhao et al.,
2014).
physics coupling applications such as fluid-solid cou-

Similar situations are common in multi-

pling, fusion energy, fission reactor physics, mate-
rial fracture and damage, surface chemistry, climate
change, geodynamics, and accelerator physics (Keyes
et al., 2013).

It can be concluded that when the compu-
tational scale grows, the application characteris-
tics such as strong discontinuity, strong nonlinear-
ity, and multi-physics coupling will increase the
computational complexity of numerical algorithms.
Thus, it is urgent to carry out systematic and
focused research (Keyes et al., 2013).
search branches should be considered. One is the

Two re-

common algorithm frameworks, and the other is
the application-feature-driven pre-conditioners. At
present, algorithm frameworks are fruitful, and need
only to be partially improved for exascale com-
puting. Mature frameworks include parallel adap-
tive mesh refinement frameworks (Dubey et al.,
2014), multigrid-preconditioned Krylov subspace it-
eration method frameworks for sparse linear sys-
tems (Saad, 2003), iterative Newton-Krylov pre-
conditioner method frameworks for coupled multi-
physics systems (Knoll and Keyes, 2004), and multi-
layer fast multipole method frameworks for solv-
ing frequency-domain Maxwell equations (Darve,
2000). Different from the algorithm frameworks, the
application-feature-driven pre-conditioner approach
lacks both a theoretical basis and common algorithm
The
pre-conditioner module can be incorporated into al-
gorithm frameworks for verification and validation,
and can be developed in parallel with the algorithm
framework, which is helpful in the improvement of
programming productivity.

modules, and requires further enhancements.

3 Bottlenecks and strategies for com-
puting efficiency

Numerical algorithms need to be redesigned as
parallel algorithms to fit the supercomputer archi-
tecture before the implementation starts. For par-
allel algorithm design, computing efficiency is the
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core indicator, which can be calculated as the ra-
tio of the floating-point performance obtained to the
theoretical peak of involved machine resources. For
instance, if a parallel algorithm achieves 200 Tflops
on a supercomputer whose peak performance is 1000
Tflops, then the computing efficiency of the algo-
rithm is 20%. Generally, the computing efficiency
of one algorithm is considered high when it is above
20% and low when below 5%.

It is well known that there are three major fac-
tors that affect the computing efficiency of parallel
algorithms: data communication overhead, load bal-
ancing efficiency, and single-core floating-point per-
formance. When entering the peta-flops era, the su-
percomputer architecture converges to a coupled ar-
chitecture composed of multi-level deep nesting par-
allelism of general-purpose processors and specific
heterogeneous many-core accelerators (Yang, 2012).
With the advent of exascale computing, the general-
purpose processor part gains more and more nesting
levels. It is at six levels at the moment: distributed
memory (DM), distributed shared memory (DSM),
symmetric multiprocessing (SMP), multi-level cache,
instruction level parallelism (ILP), and instruction
vectorization parallelism (IVP).

On the other hand, state-of-the-art many-core
processors have already integrated more than 1000
cores. Only if the parallel algorithms match this hier-
archy of architecture characteristics, can they enjoy
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high computing efficiency. Fig. 1 shows the men-
tioned six-level nesting supercomputer architecture,
and how a parallel algorithm can adapt to each level
of features, which was discussed by Mo et al. (2016)
and will not be repeated here.

The data communication overhead comes from
three major sources: data transfer between computer
nodes, data transfer and cache-coherence protocol
overhead among processors and processor cores, and
data transfer between general-purpose processors
and heterogeneous many-core accelerators (Chung
et al., 2011). The load balancing efficiency depends
on two major factors: the effectiveness of load bal-
ancing between computing nodes, among processors
in a single node, and among processor cores, and
the extra cost of transferring workload among dis-
tributed memory space when migrating imbalanced
loads (Liu et al., 2018). The floating-point perfor-
mance reflects the execution speed of the program
within the processor, and is affected mainly by fac-
tors such as the multi-level cache hit rate, instruc-
tion level parallelism, register reuse, and vectoriza-
The differ-
ence in both parallel algorithms and the load char-

tion (Hennessy and Patterson, 2003).

acteristics of numerical simulations can impact the
relative contributions of these three factors to com-
puting efficiency. For example, for hydrodynamics
simulation on a single-level grid with the Euler equa-
tion, the computing efficiency is dominated by data
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communication overhead and single-core floating-
point performance. However, for the same algorithm
on adaptively refined multi-level grids, the comput-
ing efficiency is dominated by the load balancing effi-
ciency (Wissink et al., 2001). Table 1 lists the ways in
which computer architecture features can affect the
data communication overhead, load balancing effi-
ciency, and single-core floating-point performance.

Computer architecture is a structured abstrac-
tion of computer hardware to guide the design and
analysis of parallel algorithms. However, there is a
gap between abstracted computer architecture and
real hardware, and its runtime characteristics. As
the peak performance of computers increases, this
gap broadens and seriously downgrades the comput-
ing efficiency. Thus, how to combine the application
code with the hardware features and runtime char-
acteristics of the computer to further minimize data
communication overhead, minimize processor idling,
and increase single-core floating-point performance,
will be a major research topic of performance opti-
mization of parallel algorithms (Sarkar et al., 2016).
Practice shows that with the rapid evolution of com-
puter architecture, the impact of performance opti-
mization on the computing efficiency gradually in-
creases. Table 2 shows the contribution of perfor-
mance optimization to the computing efficiency in
the last five-year Gordon Bell Prizes (Rossinelli et al.,
2013; Shaw et al., 2014; Rudi et al., 2015; Yang et al.,
2016; Fu et al., 2017).

Based on the above analysis, it can be seen that
different combinations of numerical algorithms and
computer architectures require different parallel al-
gorithms. Accordingly, the resulting complexity of
parallel algorithm research is then O(MN), where
M denotes the total number of numerical algorithms
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and N denotes the number of architecture categories.
In fact, parallel algorithms are common technologies
that can be reused in the parallelization of numeri-
cal algorithms and the performance optimization on
architectures after proper abstraction and formaliza-
tion. Concretely, one can abstract the parallelisms
of numerical algorithms, and express them as par-
allel computing patterns on top of common data
models. For each combination of parallel comput-
ing pattern and computer architecture, efficient par-
allel algorithms can be designed. Although parallel
algorithms need to be changed along with the evo-
lution of computer architectures, the parallel com-
putational patterns and numerical algorithms can
stay unchanged, as can the numerical discretization
of the mathematical physics equations. Mo et al.
(2016) abstracted and refined the data model to-
gether with parallel computing patterns for more
that 20 types of commonly used parallelisms in par-
allel numerical algorithms, and discussed methods
in the design of efficient parallel implementations
on supercomputers. In this way, the design of nu-
merical algorithms and parallel algorithms can be
separated and completed by different teams. In ad-
dition, the complexity of parallel algorithm research
can be reduced from O(MN) to O(aN), where «
represents the total number of parallel computing
patterns. Similarly, floating-point performance op-
timization research can be separated from parallel
algorithm design and accomplished by different re-
search teams, reducing the complexity from O(JK)
to O(BK). Here J is the total number of paral-
lel algorithms, K is the total number of computer
runtime states, and § is the total number of com-
puter architecture features. In terms of floating-
point performance optimization, a large amount of

Table 1 Relationships among the supercomputer architecture and factors that impact computing efficiency

Data communication
Architecture

Inter- Inter- Inter-
node socket core
DM Vv - -
DSM - v -
SMP - - v
Multi-level cache - Vv Vv
ILP - - -
IvpP = - -
Accelerator Vv - -

Load balancing efficiency

Inter-
node

Single-core FP

Inter- Inter- o
socket core CPU core Vectorization
v - - _
- v Vv _
- N - v

DM: distributed memory; DSM: distributed shared memory; SMP: symmetric multiprocessing; ILP: instruction level paral-

lelism; IVP: instruction vectorization parallelism
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Table 2 Contributions of performance optimization
to computing efficiency of last five-year Gordon Bell
Prizes

Contribution of

Year S
performance optimization

2013 2.2x to 3.7x of different components

2014 No baseline

2015 Nearly 6.6x

2016 Nearly 3.5%

2017 3.8% to 8.9x of different components

research work has been conducted on common al-
gebraic operations, including general dense matrix
multiplication (GEMM), sparse matrix multiplica-
tion (SpMM), sparse matrix-vector multiplication
(SpMV), and vector dot product. Libraries like
OSKI (Vuduc et al., 2005) and SMAT (Li et al.,
2013) have been developed. Due to the ability of
adaptive optimization on target computer architec-
ture and high performance, these libraries have been
widely used in real-world applications.

4 Bottlenecks and strategies for pro-
gramming productivity

The supercomputer architecture and parallel al-
gorithm design methods (Fig. 1) complicate paral-
lel programming. Specifically, Table 3 lists paral-
lel programming languages and environments cor-
responding to computer architecture features. As
shown in Table 3, numerical simulation experts need
to master a ‘four plus one’ parallel programming
stack, namely ‘Process-Thread-Cache-Vector’, which
is coupled with heterogeneous many-core accelera-
tors. The ‘Process’ level refers to the parallel pro-
gramming of message passing between computing
nodes. The ‘Thread’ level refers to two-layer nested
shared memory programming between multiple

Mo / Front Inform Technol Electron Eng 2018 19(10):1251-1260

central processing units (CPUs) on the same node
and multiple cores within a CPU. The ‘Cache’ level
refers to access optimization of multi-level caches in
the CPUs. The ‘Vector’ level refers to vectoriza-
tion of loops in the code. Such a complicated paral-
lel programming stack, coupled with heterogeneous
many-core accelerated programming techniques, will
certainly increase the costs of intelligence, time, and
resources, and bring challenges to code extensibility,
portability, and inheritability. Under extreme cir-
cumstances, when the numerical simulation software
is upgraded from peta-flop computers to ten-peta-
flop computers and then to hundred-peta-flop com-
puters, codes need to be refactored thoroughly, which
makes the inheritance and development of software
assets difficult. In fact, such cases have occurred fre-
quently. For example, the codes on general-purpose
graphics processing units (GPGPUs) cannot run on
the Intel MIC architecture, the codes on Intel MICs
cannot fit in domestic processors, and the codes on
different domestic processors cannot run on each
other seamlessly. At present, it is still a challenge
for both parallel computing and exascale computing
programming to greatly reduce the risk of code refac-
toring and to effectively improve the productivity of
parallel programming (Amarasinghe et al., 2011).

Reuse of parallel algorithms and programming
is an effective way to improve productivity. This in-
novative technological route was described system-
atically by Mo (2016) and Mo et al. (2016). The key
technologies comprise two aspects: reuse of parallel
computing patterns and reuse of numerical algorithm
frameworks. The former is based on data models
and parallel computing patterns that characterize
parallel behaviors. Specifically, the parallel comput-
ing patterns are encapsulated as parallel computing

components, and computational science experts can

Table 3 Parallel programming languages or environments corresponding to computer architecture features

Architecture

Inter-node Inter-socket

DM Process Process
DSM - Process/Threads
SMP - -
Multi-level cache - -
ILP - -
VP - -
Accelerator — -

Parallel programming language and environment

Single-core FP programming

Inter-core CPU core Vectorization
Process - -
Process/Threads - -
Cache Cache -
- Cache SIMD
- Cache SIMD
Offload Cache SIMD/SIMT

DM: distributed memory; DSM: distributed shared memory; SMP: symmetric multiprocessing; ILP: instruction level parallelism;
IVP: instruction vectorization parallelism; SIMD/T: single instruction multiple data/thread
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develop numerical algorithms by directly configur-
ing and assembling parallel computing components.
The latter is based on the separation of the numerical
algorithm framework and pre-conditioners. Specifi-
cally, the numerical algorithm framework is encap-
sulated as numerical algorithm components, and the
interface of components can be used for the develop-
ment of pre-conditioner modules by computational
experts. Serial programming is sufficient for the as-
sembly of parallel computing components and the
implementation of pre-conditioner kernels. All these
components are encapsulated into a component li-
brary, which is called a ‘parallel programming frame-
work’. Based on this programming framework, nu-
merical software can be developed by instantiation,
configuration, and assembly of these components,
a process that does not involve parallel program-
ming. As a result, based on the parallel program-
ming framework, development of numerical simula-
tion software can obtain massively parallel comput-
ing capabilities automatically, and achieve an ‘auto-
matic parallelization and high scalability’ goal. Mo
et al. (2010) took the JASMIN framework as an ex-
ample to systematically elaborate on the feasibility,
effectiveness, and advancement of this technological
approach (Mo, 2014, 2015; Mo et al., 2015). This
will not be repeated here.

5 Supply-side supporting technology

In previous sections, we systematically analyze
key technology issues that need to be solved con-
tinuously together with corresponding coping strate-
gies, from the perspectives of computational scale,
computing efficiency, and programming productiv-
ity. Table 4 summarizes these key technology issues

with corresponding coping strategies. As we move
towards exascale computing, we need to focus our
efforts on the most important topics. Thus, we need
to find an effective and quantitative approach for as-
sessing weaknesses in computing capability. Specif-
ically, this evaluation method is called ‘supply-side’
technology in parallel computing research.

Supply-side technologies are different from the
usual performance analysis tools. Supply-side tech-
nologies are based on the componentization of nu-
merical algorithm frameworks, parallel computing
patterns, performance optimization techniques, and
component-based parallel programming, while the
usual tools are based on software codes and program
modules. With the help of quantitative computing
capability evaluation of different computing compo-
nents, the computing capabilities of the numerical
simulation process can be achieved by assessing the
computing capabilities of the involved numerical sim-
ulation software, which in turn can be assessed by
aggregating the capabilities of the involved compo-
nents. Fig. 2 shows the infrastructure of computing
capability evaluation. This infrastructure is divided
into five layers: software system, numerical applica-
tion, numerical algorithm, parallel component, and
parallel pattern. Here, the computing capabilities of
the software system are supported by many numeri-
cal applications. Each numerical application consists
of numerical algorithms. Each numerical algorithm
consists of parallel computing components. Finally,
each parallel computing component involves parallel
computing patterns. As a result, the computing ca-
pabilities of the software system can be assessed in
terms of these five levels. In each level, the assess-
ment first reveals the computing capability bottle-
necks of each element, which are then used to guide

Table 4 Key technology issues with corresponding coping strategies in the continuous improvement of com-

puting capabilities

Computational scale

Key Application-feature-driven Mismatches among parallel algorithms,
issue design of numerical performance optimization techniques,
algorithms and computer architecture features

Target Linear complexity

Algorithm frameworks,
pre-conditioners

Coping
strategy

Computing efficiency

Above 20%

Data communication algorithms, load-
balancing methods, and performance

Programming productivity

Parallel computing patterns and parallel
algorithm architecture, performance
optimization patterns and technical
architecture

Automatic parallelization, high scalability

Programming frameworks, programming
by component assembly

optimization of floating-point operations
matching computer architecture
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Fig. 2 Architecture of computing-capability evalua-
tion models

the improvement of elements in the next level. In
particular, this evaluation model is aimed mainly at
the computational capabilities evaluation of software
systems, and is thereby applicable to complex numer-
ical simulation systems with multi-physics coupling
and multi-scale problems.

Specifically, take the numerical simulation of in-
ertial confinement fusion as an example. The soft-
ware system is a numerical simulation system of a
laser target coupling with radiation hydrodynamics
(Pei and Zhu, 2009), which is supported by numer-
ical applications of multi-material fluid mechanics,
radiation diffusion, radiation transport, laser prop-
agating, and radiative opacity. FEach simulation
software comprises different kinds of numerical al-
gorithm components based on explicit or implicit
time discretization schemes. Each algorithm compo-
nent contains multiple different parallel computing
components. According to runtime characteristics,
each parallel computing component performs the
performance optimization of data communication
on network, multi-level cache access, and ILP. The
quantitative computational capabilities evaluation
method needs hierarchical analysis in terms of com-
putational scale, computing efficiency, and software
architecture.

6 Conclusions and future work

To address the exascale computing challenge, we
have systematically analyzed the parallel computing
bottlenecks from three perspectives: computational
scale, computing efficiency, and programming pro-
ductivity. Based on these analyses, we have pro-
posed a series of key technology issues that demand
research effort and corresponding coping strategies.
For the computational scale bottleneck, the keys
are numerical algorithm frameworks, application-

driven pre-conditioners, and their coupling bottle-
necks. For the computing efficiency bottleneck, the
keys would be data communication, load balancing,
and floating-point performance optimizations under
deeply nested hierarchical parallelism coupled with
heterogeneous many-core accelerators. For the pro-
gramming productivity bottlenecks, domain-specific
parallel programming frameworks would be a viable
and effective solution. To tackle these bottlenecks
with minimal investment, supply-side supporting
technology is essential. By and large, with the con-
tinuous deepening of multi-physics and multi-scale
research and the innovation of supercomputer archi-
tectures, extreme-scale parallel computing research
will continue to expand and remain full of challenges
and opportunities.
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