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Game is a universal being in the universe. Start-
ing with human understanding of the game pro-
cess, we discuss the existence and practice of gam-
ing, expound challenges in multi-agent gaming, and
put forward a theoretical framework for a multi-
agent evolutionary game based on the idea of evolu-
tion and system theory. Taking the next-generation
early warning and detection system as an example,
we introduce the applications of multi-agent evo-
lutionary game. We construct a multi-agent self-
organizing game decision-making model and develop
a multi-agent method based on reinforcement learn-
ing, which are significant in studying organized and
systematic game behaviors in a high-dimensional
complex environment.

1 Introduction

Gaming is everywhere. From biological popu-
lation to human society, from tribal conflict to su-
perpower games, and from the exchange of goods
to financial trade, all these scenarios are permeated
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with the idea of game. Game has become a univer-
sal being in the universe (Heidegger, 2013). There
has been an in-depth development of human under-
standing of game. The early research on game theory
summarized mainly the experience of war, chess, and
card activities (Kant, 2020). Sun Tzu’s Art of War is
one of the earliest works on game theory. Von Neu-
mann (1928) proved the mini-max theorem of the
zero-sum game and established a mathematical re-
search framework of game theory, marking the birth
of classical game theory. In 1944, the emergence
of the epoch-making masterpiece Theory of Games
and Economic Behavior laid a theoretical foundation
for applying classical game theory in economics, and
represented a breakthrough in the development of
basic assumptions and analysis paradigms of tradi-
tional economics (Von Neumann and Morgenstern,
2007). The Nash equilibrium theory (Nash, 1950)
made game theory a widely used analysis tool.

After 1970, the ideas of incomplete informa-
tion games and bounded rational decision-making
were integrated, and the practical research and ap-
plication scope of game theory was dramatically ex-
panded. With the development of computer technol-
ogy, using trial-and-error data to establish decision-
making methods has become a new idea to solve

www.jzus.zju.edu.cn
engineering.cae.cn
www.springerlink.com


996 Dong et al. / Front Inform Technol Electron Eng 2022 23(7):995-1001

gaming problems. For example, AlphaGo, based on
intensive learning and training, defeated the world
champion Lee Se-Dol in the game of Go (Silver et al.,
2016). In recent years, game theory has been con-
tinuously improved and has gradually become an
analytical framework for solving problems in many
fields. For example, political struggle, military con-
frontation, economic analysis of market behavior
(Abu Turab Rizvi, 2007), exploration of coopera-
tive mechanisms in biological populations (Archetti
and Pienta, 2019), and policy-making in social gover-
nance among significant powers (Wang et al., 2021)
can be analyzed or conducted with the game theory.
These games have complex institutionalized and sys-
tematized characteristics.

Institutionalized and systematized gaming re-
search has expanded from individuals to groups.
When groups reach a particular scale, they can of-
ten exhibit characteristics that are different from
those of individuals (Cavagna et al., 2010; Alsheikh
et al., 2015; Hayat et al., 2016). How to analyze
and use these characteristics has been of great con-
cern, and the concept of multi-agent system (MAS)
is prompted, which is defined as a complex system
composed of multiple agents that interact with envi-
ronments (Shoham and Leyton-Brown, 2008). MAS
gaming (MASG) provides a theoretical framework
for studying the above issues.

Although MASG has been significantly im-
proved in the past decades, it still faces many
challenges:

(1) The environment, in which the system is lo-
cated, is complex and changeable. It is challenging to
model the environment directly and predict the envi-
ronment’s response to the agents’ actions accurately.

(2) The system is heterogeneous, and heteroge-
neous individuals have different decision spaces; it is
far from easy for complex systems to achieve coordi-
nated control.

(3) Due to the limitations of distance, power,
and other factors, the perception of agents is lim-
ited. So, the generated situation is incomplete and
inconsistent.

(4) The computing power of a single agent in
a system is limited. So, it is difficult to manage a
large amount of data generated by the system in the
gaming process and to generate the best decision in
real time.

Evolutionary game theory (EGT) (Smith,

1982), inspired by Darwin’s theory of evolution, pro-
vides efficient approaches for complex problems in
situations of incomplete information and bounded
rationality. Evolutionary thought has introduced a
new idea for solving the above issues. Multi-agent
gaming (MAG) algorithms based on evolutionary
thought have become a hotspot in gaming research
(Nowak, 2006; Hilbe et al., 2018; Omidshafiei et al.,
2019; Gupta et al., 2021). New algorithms, such as
multi-agent reinforcement learning (MARL) (Shao
et al., 2019), the ant colony optimization (ACO) al-
gorithm, and the particle swarm optimization (PSO)
algorithm (Liu ZA and Nishi, 2022), have achieved
significant success and have been applied in many
fields. For example, these algorithms study cooper-
ation in society (Nowak, 2006; Hilbe et al., 2018),
cooperative decision-making in multi-party games
(Shao et al., 2019), cooperative control schemes in
intelligent transportation (Li et al., 2019), and self-
organizing game decision-making in distributed early
warning and detection.

Although these algorithms have achieved sig-
nificant results in many applications, the theoretical
framework is unclear. They have only the correctness
of formal logic but no truth of dialectical reasoning.
They are like water without a source or a tree with-
out a root, and cannot reveal the truth behind multi-
agent evolutionary gaming (MAEG) (Heidegger and
Mörchen, 1988). Therefore, using the ternary sys-
tem theory, this paper attempts to put forward the
theoretical research framework of MAEG and apply
it to early warning and detection. By exploring the
essence of MAEG in practice, we hope to trigger
more scholars’ thinking and research and promote
the development of this field.

2 Theoretical framework of multi-
agent evolutionary gaming

In this section, we propose a theoretical frame-
work for MAEG, as shown in Fig. 1. According to the
ternary system theory, system S is an organic whole
composed of elements E , relationsR, and lawsL (Xu,
2000; Lu and Shan, 2020). We assume that elements
represent the collection of agents Nt (which denotes
the agent set, including homogeneous and hetero-
geneous agents) and environment Et in an MAS.
The symbol t indicates that agents and the envi-
ronment continuously evolve with time. Relations R
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in an MAS represent the collection of the interaction
relationships between not only agents, but also the
system and environment. Laws L in an MAS are
goal-oriented and include the internal and external
power.

Generally speaking, agents’ strategies Xt =

{X1
t , X

2
t , · · · , XN

t } and agents’ relationships in an
MAS will constantly evolve under the joint promo-
tion of internal power Din

t and external power Dout
t .

Dout
t denotes the change rules of the environment,

the evolution of the environment, and the interac-
tion between the environment and the system. Din

t

denotes the change rules of agents based on the in-
ternal relationships of the system, including the evo-
lutionary mechanism of agents in the game process.

Under the constraint and drive of evolutionary
game laws L, MAEG is directional in obtaining the
overall income Ct of MAS:

Ct = L < Din
t , Dout

t , Nt, Et, Xt > . (1)

Through MAEG, the system can evolve from disor-
der to order, and the steady-state value of income
Ck can be obtained as follows:

||Ck − Ck−1|| ≤ ε, ε > 0. (2)

3 Practical research on MAEG

Early warning and detection is significant in res-
cue and relief work, urban public security, and other
situations. Nowadays, a high-dimensional and com-
plex environment raises higher requirements in early
warning and detection systems. In this section, we
take early warning and detection as an example and
focus on the theoretical exploration and practical ap-
plication of MAEG.

The next-generation early warning and detec-
tion system will be distributed, unmanned, and intel-
ligent (Liu M and Lu, 2015). It is composed of multi-
ple, cooperative, distributed nodes with independent
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Fig. 1 Theoretical framework of multi-agent evolutionary gaming (MAEG)
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sensing, decision-making, and action. The system
achieves the cooperative sensing and recognition of
the environment through the coordinated control
and information fusion of nodes. Each node must
adapt to the unknown and changing external envi-
ronment in a distributed early warning and detection
system. At the same time, the system must allo-
cate cooperative detection resources among nodes,
including perception, communication, and comput-
ing. Therefore, a distributed early warning and de-
tection system is a typical MAEG system. Based
on the MAEG theory, we study multi-agent collab-
orative detection methods, construct a multi-agent
self-organizing game decision-making model, and es-
tablish “internal power” of system evolution using
data-driven decision learning methods. In this way, a
next-generation early warning and detection system
is formed that can adapt to environmental changes,
has highly reliable operations, and can create an ac-
curate and effective unified situation, as shown in
Fig. 2.

3.1 Multi-agent self-organizing game
decision-making model

We construct a self-organizing game decision-
making model in a distributed early warning and
detection system using the MAEG theoretical frame-

work, as shown in Fig. 3. Considering a system
composed of N agents, the self-organizing game
decision-making model is formalized by the tuple
(N , S,G,A,F, Π), where N = {1, 2, · · · , N} denotes
the set of agents, S is the system’s situation in-
formation, and St = {s1t , s2t , · · · , sNt } is the cur-
rent situation information of agents. G represents
the time-varying communication topology of multi-
ple agents in the system in the self-organizing net-
work architecture. A =

∏N
i=1 Ai is the product

of finite action spaces of all agents, known as the
joint action space, and Ai denotes the action set
of agent i. F = {F1, F2, · · · , FN} is the set of
agents’ fitness in the system, where Fi represents
the adaptability of agent i to the task requirements.
Π = {Π1, Π2, · · · , ΠN} denotes the policy set of all
agents and Πi = {πi1, πi2, · · · , πik} indicates the op-
tional policy set of agent i. The agents interact with
the environment and update policies according to the
following protocol: At time step t (t ∈ N), agent i

predicts situation information sit+1 drawn from the
current situation information sit. sit and sit+1 then
work on Fi(·) to give an evolution of the current pol-
icy πij (i = 1, 2, · · · , N, j = 1, 2, · · · , k). Consider-
ing the environmental information oi, agent i takes
action ait ∈ Ai drawn from its joint policy πij , in-
fluenced by the environmental information, current
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and predicted situation information sit, sit+1, and fit-
ness function Fi(·). After multiple rounds of envi-
ronmental interaction and sample accumulation, the
agents perform policy updating and optimization. In
the early warning and detection system, the internal
power is composed of the current situation sit, the
next situation sit+1, and agents’ fitness Fi(·). At the
same time, the environmental cognitive results oi’s
constitute the external power of the system. The
internal power and external power are aggregated to
guide the agent iteration for policy evaluation and
updating, drive the individuals to complete the self-
organizing evolution of group actions based on the
game strategy, and finally form the ability of the
nodes to adapt to the environment and efficiently
cooperate in the distributed early warning and de-
tection system.

3.2 MAEG method based on reinforcement
learning

Based on the self-organizing game decision-
making model, we further propose an MAEG method
based on reinforcement learning, as shown in Fig. 4,
which is used to solve the problems of multi-agent
cooperative decision-making and effective real-time
communication in a complex dynamic environment
in the next-generation early warning and detection
system. Considering the distributed cooperative
strategy learning mechanism of MARL, we first con-

struct the temporal difference optimization objective
LTD(θ), based on the joint state value function Qtot

and agent state value function Qi as follows:

LTD(θ) =
[
r + γmax

at+1

Qtot(at+1, st+1; θ
−)

−Qi(at, st; θ
−)

]2
, (3)

where r is the reward function, γ ∈ (0, 1) is the
discount factor, and θ is the parameter vector of
agents’ policy Π . At time step t (t ∈ N), agent i

executes ε strategy based on Qi and obtains action
ai, denoted as

ai =

⎧
⎨

⎩

argmax
a∈Ai

Qi, p < ε,

∀a ∈ Ai, p ≥ ε,
(4)

which is used to improve the efficiency of multi-
agent self-organizing games. This optimization ob-
jective solves the collaborative planning, collabora-
tive control, and real-time decision-making prob-
lems of large-scale agents. Furthermore, we estab-
lish the communication mechanism of the learn-
ing strategy based on information entropy. The
optimization goal of minimum information entropy
LG(θG) is constructed by establishing an intelligent
communication model:

LG(θG) = Eτ∼D

∑

i�=j

[
IθG(a

j ;mij)− βHθG(mij)
]
,

(5)
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where IθG refers to the mutual information, mij

is the message sent by agent i to agent j, HθG

is the information entropy, and θG encodes net-
work parameters for messages. The subscript “G”
refers to the topological network of multiple agents.
LG(θG) is used to maximize the interactive informa-
tion between messages and action selection to real-
ize full expression of messages. In addition, aiming
at the problem of unknown environmental informa-
tion in complex dynamic environments, we use an in-
complete information prediction learning mechanism
driven by data and model. This allows us to establish
a predictive evaluation model and construct a pre-
diction learning objective driven by data and model.
The prediction learning objective Lω(θω) takes the
following form:

Lω(θω) = DKL

(
qθω (st+1|st, at) ||p (st+1|st, at)

)
,

(6)
where ω is the prediction parameter, DKL is the
Kullback–Leibler (KL) divergence, qθω(·) is the envi-
ronmental model prediction network, and p(·) refers
to the dynamic environmental model. According
to the mechanisms mentioned, the system can real-
ize environment modeling and evolutionary learning
with incomplete information, and infer agent topol-
ogy network task roles. So, the agents can grasp
as much comprehensive information as possible and

realize more effective decision-making. After con-
stant policy updating and optimization, the early
warning and detection system can finally achieve self-
organizing evolution and achieve a systematic capa-
bility that is different from that of a single node.

4 Conclusions and prospects

Taking the widespread existence of games in the
universe as the starting point, in this paper we de-
scribe the process of human’s understanding of gam-
ing, expound challenging problems of the multi-agent
game process, put forward the theoretical MAEG re-
search framework, and introduce MAEG’s practical
applications using the next-generation early warning
and detection system as an example.

MAEG theory is significant for studying in-
stitutionalized and systematized gaming in high-
dimensional complex environments. Existing re-
search has made a preliminary exploration in this
field. However, recent research focuses on evolving
games with faster convergence, more stability, and
better performance based on definable criteria to en-
sure formal logic correctness. The criteria, based
on which concepts are formed and used for judg-
ment and reasoning decisions, are difficult to describe
for systematic and organizational games. Existing
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methods have difficulty in solving such problems,
and the truth of dialectical logic needs to be stud-
ied to further explore game criteria. Human inquiry
about thinking has never stopped, and noetic science
is currently the key to tackling challenges. Although
studying thinking is difficult, we feel that noetic sci-
ence is the direction of such research and the ultimate
goal of games.

Our view aims at starting thinking and dis-
cussing the multi-agent evolutionary game from dif-
ferent dimensions.
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