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Abstract:

This paper presents a new kind of image retrieval system which obtains the feature vectors of im-

ages by estimating their fractal dimension; and at the same time establishes a tree-structure image database.

After preprocessing and feature extracting, a given image is matched with the standard images in the image da-

tabase using a hierarchical method of image indexing.
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INTRODUCTION

With the rapid development of the technology
of image collection, storage, procession and dis-
play, digital images are widely used (Zhang et
al .» 2001) . However; it is difficult to manage a
huge image database> so the study of the image
database management system and the image in-
quire and retrieval system has become a hot sub-
ject (Guo et al ., 2001). Up to now, there are
two main image retrieval methods: the text-based
image retrieval and the content-based image re-
trieval. Text-based image retrieval is based on
key words. In this kind of system, the content of
an image is expressed as a set of fixed attributes
(Cao et al ., 2001). It is easy to be implement-
ed. However,> the more the attributes are ab-
stracted> the more information the users need to
input. Thus the inquiring efficiency will be low.
The content-based image retrieval is based on the
context of an image, including color, shape
grain and the object’s special relationship ( Niu
et al.» 1997; Miao et al.> 1997). This meth-
od makes full use of the image information.
However, it is limited by the development of
correlated subjects, such as image procession,
pattern recognition and computer visualization .
Furthermore, it has higher complexity .

To overcome the limitation> a new kind of
image retrieval system is proposed and construct-
ed based on the surface fractal dimension of the
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images> assuming that all the images, including
the images stored in database and the given im-
age used to inquire, are static and of the same
size.

CONSTRUCTION OF IMAGE RETRIEVAL SYSTEM

One of the current commonly used methods
for color images in computer is based on the
principle of three-color primaries: red, green
and blue. This method usually describes the
whole characteristics by using color vector only.
So it cannot properly distinguish the regions with
different features. Here, a new kind of image
retrieval system ( FDIRS for short) is constructed
based on the fractal dimension estimated. The

structure of FDIRS is shown in Fig.1.
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Fig.1 The structure of FDIRS
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It is necessary to note that in this system
before the fractal dimension ( FD for
short) is estimated, the images are divided into
several types, for example, the plants, the ani-
mals, the people; the scenery, and so on. This
classification can be carried out artificially or au-
tomatically . Images that belong to different kinds
may be stored separately .

After computing the fractal dimension of re-
gions for every pixel in an image, the computed
fractal dimensions are used to partition the image
by means of quad-tree and obtained comparative-
ly exact segmentation and the feature vector (FV
for short) is formed. The feature vectors and the

model,

corresponding partition quad-trees are stored in a
feature database for mapping with the images in
image database. At the same time,> by clustering
the feature vectors of images of different classes,
the structure of a binary tree is generated. This
binary tree and the quad-trees are used to match
in different precision when retrieving.

Although the color information for images is
included in the fractal model, it is possible to
obtain the same fractal dimension from different
regions with different color consistency. In order
to overcome the above disadvantage, a color im-
age is divided into three concolorous images:
red> green and blue images. Then the fractal di-
mensions are estimated, and region segment and
feature extraction are made for each concolorous
image respectively. Finally, the feature vectors
are combined into one and stored in the feature
database.

queried images.

The same process is done on the

EXTRACTION OF FEATURE VECTORS

1. The estimation of fractal dimension

The shapes in nature are divided into two
One kind,
balls, has characteristic size> which can be easi-
ly described by traditional Euclidean geometry.
The other
and clouds> has no characteristic size. These ir-
regular shapes are studied by fractal geometry
(Kaukoranta et al ., 2000 . Fractal sets gener-

kinds. such as decks and basket-

such as the coastliness mountains

ally have the following characteristics :
(1) Fractals possess accurate structure, i.
e. they contain the integer at any small scale.
(2) Fractals are self-similar and independent

of scale or scaling.

(3) Fractals, in general, are the result of a
simple construction procedure or algorithm that is
often recursive.

(4) Fractals are irregular and are not easily
described by traditional geometric language .

Fractals could be quantified by fractal di-
mension, which could be calculated by the mod-
el of fractional Brownian motion ( fBm for
short). The fractional Brownian motion is de-
fined as a random procession X with a real vari-
able t(time) and a parameter a> 0< a <1,

X:[O’ S ]_’R

It satisfies:

(a) With probability being 1, X(#) is con-
tinuous and X(0) =0.

(b) For any t =0 and h >0, the increments
of X obeys normal distribution with mean value
zero and square error h>*, i.e.

P(XCx+h)—X(t)<x) =
2

_ _a —u
(2r) 12 p J_w exp(m)du
The Hausdorff dimension or box dimension of
fBm is D =2 — a. The power spectral density

(PSD> PLfCx, y)] is proportional to I/ﬂi,y)
with B =2a + 1.

PLACx, y)]= cf(__l.(z,")+ P

"
where ¢ is a constant.

Based on the above conditions, the fractal
dimensions of uniform regions can be computed
for every pixel by the following steps.

(1) Select a window with size of n x n from
the image ( n may be 16 initially). The target
pixel is included in the window. If the target
pixel locates at the edge of the image, the win-
dow is selected along the opposite direction.
Otherwise the target pixel is at the center of the
window .

(2) Do Fourier Transformation and obtain
the Fourier PSD:

n-1 n-1

x=0 y=0
(3) Add up the value of f(x, y) for each

pixel in the window

n-1 n-1
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(4) Change the size of the window. Let n =
n—1, go to step (1) until n = 4; otherwise
continue .

(5) According to the property P fCx, y) ]
_ - (2a+1)
- C:f(xv y) ’

logl PCfCaxs y2)]1=2a + Dlogl flxsy)]+ ¢

calculate the logarithm

(6) Calculate log(C F;) corresponding to its
slope a by the means of the linear regression
method. Then a can be computed by the formula
- (2a + 1) = a> and the fractal dimension D is
calculated through D =2 - a.

This method for estimating fractal dimension
is pixel-oriented. Therefore, it escapes from the
problem that the fractal dimension is computed
inexactly because one window covers several re-
gions with different features.

2. Image segmentation based on fractal dimension

After the fractal dimensions for all pixels are
computed, the image may be segmented by the
variance of the fractal dimensions in an image.
A quad-tree structure is used here.

Before constructing the quad-tree, divide the
value of the fractal dimension into eleven levels
ice. d:[1,1.05]5d,:[1.05, 115755 dy;:
[1.95,2]. A quad-tree is constructed by the
level that the fractal dimension of a pixel belongs
to. The recursive algorithm for constructing the
quad-tree is as follows.

Step 1. Generate a new node p. The initial
node represents the whole image .

Step 2. Set node p to its fractal dimension
and block code.

Step 3. If all pixels in the block represented
by node p are at the same fractal dimension lev-
el, the node p is as signed a corresponding loca-
tion code and area SCp), then finish.

Step 4. Otherwise> divide the block into four
equal sub-blocks. For each sub-block, repeat
Step 1 to Step 4.

The position encoding rules of quad-tree are
as follows.

(1) Let the size of the image be 2" x 2%,
then the code of any block is N bits.

(2) For four sub-blocks having the same
parent, set them in left to right and top to bottom
order, encoding as 0> 1,2, 3 from high bit to low
bit.

(3D If a block has no sub-block and its loca-
tion code has k bits, let the left /V — £ bits be 4.

The advantage of this encoding method is
that the information on blocks can be easily ob-
tained. If a leaf node code has k’s equal to 4,
the corresponding block”s area is 2F x 2% . What
is more, if its position code is arranged in in-
creasing order; the result is exactly the same as
the result of depth-first searching. By adding
some node information, this kind of position
code table can be considered as a kind of high
dimension feature vector.

3. Feature vectors production

To begin with, calculating the area of each
fractal dimension level, searching the quad-tree
and accumulating the areas of all leaf nodes at
the same fractal dimension level.

SCd) = >78(P)

Where d; = {d,> d,> ***» dy; } is the set of the
fractal dimension levels.

Then> in an image, three largest areas are
selected, and combined with their fractal dimen-
sion levels. These three pairs of areas and fractal
dimension levels comprise the feature vectors of
a concolorous image. For example; the feature
vector of a red image is

( SR] ’ de ’ SRZ ’ dRZ ’ SR3 ’ dRS )

The feature vector of a color image is the
combination of the feature vectors of its three
concolorous images, i.e.

( SRI ’ de ’ SRZ ’ dRZ ’ SR3 ’ dR3 ’ SC] ’ dGl ’ SCZ ’
d(}Z ’ SG3 ’ d(}4 4 Slil ’ dlil ’ SI£2 ’ dlf2 ’ SIB ’ dlf3)

This is the very feature vector of a given image.
FEATURE VECTOR CLUSTERING

Clustering is often considered as a set of
techniques that

1. are all dependent on some basic choices.

2. cover different problems, generally for-
mulable> in terms of criterion to be optimized.

Here the clustering criterion is the minimum
distance criterion. The following clustering algo-
rithm is proposed for the feature vectors.

(1) Let there be N pattern samples, each of
which comprises a class; that is> there are N
G

classes: GY, G, - . Compute the distances
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between any two classes using the Euclidean dis-
tance formula

DCP,,P) = O D[P, (S) - P(S)? +
R, G:B i=0
(P,Cd) — P,Cd))* 1"

where P, and P, are two images, and S;, d, are
the tth weight in their feature vectors. Thus a
distance matrix D° of N x N dimensions is ob-
tained .

(2) If a distance matrix D" is computed at
last step, find its minimum element. Supposing
that this element is the distance between class
G{ and class G} > put them into one class G’;fl )
The new class G'Zj” and other unchanged classes
comprise a new classification: G}*', Gi*', .

(3D If there is only one class, the end. Oth-
erwise, continue.

(4) Compute the distances between any two
classes in the new classification, and construct a
new distance matrix D"*'. Go to step 2.

In this way, the feature vectors are clustered
step by step. The number of classes varies from
N to 1. At last, a binary tree storage structure is
formed.

The advantage of this algorithm is that the
information of the original database is fully used.
When some images are added or deleted, the
only task is to adjust some nodes in the binary
tree, while most nodes stay unchanged.

INDEX OF THE SYSTEM

A hierarchical structure is adopted as the in-
dexing structure of the FDIRS. At different hier-
archies, different index methods are used.

At the highest level, the traditional index
method of keywords is used to find which feature
class the target image belongs to.

At the the indexing
method is changed into content-based method.
Search starts from the root of the binary tree,

feature class level,

and go down to the node with the nearest dis-
tance to the target image. The similarity criterion
and distance function are the same as those used
in constructing the binary tree. The match is
rough granularity at low-dimension end.

When matching a node, which includes im-

ages comprising about one-third the total number
of images in the database, the indexing method
is altered again. The accurate match is carried
out with high-dimension. The quad-trees are
generated when used during
matching of the querying image with the images
in the database. Since the result of depth-first
searching for quad-trees is the same as the result

segmenting is

of arranging the location code by increasing or-
der, we can compare the target image with the
location code table of image regions, and try to
fine the number of regions in querying images /,
which are at the same level as the corresponding
regions in an image I, in the database. This
number is the foundation of the similarity of two
images . The matching result is displayed accord-
ing to the degrees of similarity from large to
small. The formula of similarity measurement is

DCI 1) = D) D> Cw % AD
R G B i
where w; is the weight, and A; is the character-
istic function determining whether the fractal di-
mension of the ith region in /, and /, is equal or

not.

A, =

2

{1 d(lq(Pi)) = dC1,CP;))
0 other

By this hierarchical index method, images
can be retrieved quickly, reliably and precisely .
At high level, it is easy to classify images using
abstract concepts. Therefore, the keyword index
method does work. Because at lower level, it is
difficult to match images by abstract concepts,
content-based index is adopted and a binary tree
is used. However, the distance between two

classes becomes smaller and smaller when
searching down in a binary-tree, so the accuracy
of the similarity decision decrease, even result in
wrong conclusions. Thus the index method has to
be changed for accurate matching by using quad-

trees.

CONCLUSIONS

In this paper, the fractal concept is used to
represent images’ feature, and an image retriev-
al system is designed and constructed based on
fractal analysis of images.
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(1) By computing the fractal dimensions for
every pixel in images, the problem of inaccurate
computation could be avoided when the window
is selected across different regions. On the other
hand, it provides the basis for image segmenta-
tion and accurate matching.

(2) By means of the diversity of fractal di-
mension with different regions’ features, precise
region segmentation and feature vectors can be
obtained .

(3) The hierarchical index structure de-
signed in this paper enables rough to meticulous
indexing. At the same time, the position infor-
mation of regions included in high dimension
vectors is used when matching, so that it favors
increase of not only the accuracy of querying but
also the efficiency .

It seems that this image retrieval system in-
troduced new ideals> which would enhance both
theory and the methodology of image retrieval to
a new advanced stage. We expect this new sys-
tem will have a good perspective in real world
applications .

’ . . .
overseas to the world s scientific community .
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