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Abstract:    A method of medical image segmentation based on support vector machine (SVM) for density estimation is presented. 
We used this estimator to construct a prior model of the image intensity and curvature profile of the structure from training images. 
When segmenting a novel image similar to the training images, the technique of narrow level set method is used. The higher 
dimensional surface evolution metric is defined by the prior model instead of by energy minimization function. This method offers 
several advantages. First, SVM for density estimation is consistent and its solution is sparse. Second, compared to the traditional 
level set methods, this method incorporates shape information on the object to be segmented into the segmentation process. 
Segmentation results are demonstrated on synthetic images, MR images and ultrasonic images. 
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INTRODUCTION 
 

Image segmentation problem is an important 
task in image understanding and computer vision. 
Especially, medical image processing applications 
such as surgical planning, navigation, simulation, 
diagnosis, and therapy evaluation all benefit from 
segmentation of anatomical structures from medical 
images. Image segmentation is usually based on four 
different philosophical perspectives (Hampton et al., 
1998): region approach where each voxels is assigned 
to a particular object or region, boundary approach 
where the location of the boundaries existing between 
regions is desired, edge approach where identification 
of the edge voxels is followed by a linking process of 
these edges which will form the required boundaries, 
and hybrid methods.  

For medical images, the segmented regions often 

do not correspond well to true objects because of the 
noise, large “internal” intensity variations in the 
structures to be identified and the overlapping of the 
distribution of intensity values corresponding to one 
structure with those of another structure. An effective 
way to solve these problems is to incorporate the 
known shape information on the desired objects into 
the segmentation process. The support vector ma-
chine (SVM) approach is considered as a good can-
didate for utilizing the prior knowledge because of its 
high generalization performance and sparse solution. 
In this paper, we use SVM density estimator to con-
struct a prior knowledge model of the structure based 
on previously segmented training data. To segment an 
object from a novel image, we improve the level set 
method by using the evolution metric defined by the 
prior knowledge model instead of by minimizing an 
energy function over a curve. For efficiency, narrow 
band method is used during the segmentation process.  

The rest of the paper is organized as follows. 
First, the theoretical concept of density estimation 
based on SVM is presented. Then the implementation 
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of the segmentation method is described. In the end, 
the results of segmentation and discussion are pro-
vided. 
 
 
DENSITY ESTIMATION MODEL BASED ON 
SVM 
 

SVM is a new type of learning machines based 
on statistical learning theory. It takes both empirical 
risk and confidence interval into account. SVM is 
mainly developed to solve the classification problem, 
regression problem and density estimation problem.  

SVM method for density estimation is a non-
parametric approach. This method is consistent and 
results in a sparse solution. The SVM and Parzen 
method have similar quality solutions, but the SVM 
solution is sparse. The SVM and the Gaussian mixture 
model (GMM) approaches are both sparse but the 
SVM approach is consistent and more accurate than 
GMM. The idea of SVM method is that using the 
technique of solving linear operator equations by SVM 
to estimate the density directly based on the definition 
of probability density (Vapnik and Mukherjee, 2000). 

According to the definition of the density, P(x), 
is the solution of the following linear operator equa-
tion: 
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where x=(x1, …, xN)∈Rn, and it satisfies the following 
properties: 
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Since F(x) is unknown and a random independent 
sample is given as x1, …, xl, the empirical distribution 
function can be evaluated as: 
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Constructing the data 
 

(x1, Fl(x1)), …, (xl, Fl(xl)),                    (6) 
 

to solve the density estimation problem we use the 
SVM for solving linear equations 
 

AP(x)=F(x),                              (7) 
 
where operator A is a linear mapping from a Hilbert 
space of function P(x) to a Hilbert space of function 
F(x). We solve a regression problem in the image 
space P(x, w) based on Eq.(6) and this solution, which 
is an expansion on the support vectors, can be used to 
describe the solution in the pre-image space P(x, w). 
Namely, the problem of finding the solution of linear 
operator equations is equivalent to the regression 
problem in image space using SVM method. In 
pre-image space, P(x) can be expressed as: 
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The result of the mapping from the pre-image to the 
image space can be expressed as: 
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Solving the regression problem in image space used 
SVM method: 
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so the solution of Eq.(1) is: 
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We define the kernel in image space: 
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and cross kernel: 
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so the density can be calculated as: 
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In classical density estimation theory, in order to 
satisfy Eq.(2) and Eq.(3), the weight αi should be as 
follows: 
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Then, when we use the technique of linear SVM and 
ε-insensitive loss function, the problem of density 
estimation is equivalent to the linear programming 
problem as follows: 
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subject to the constraints Eq.(15) and 
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We can get the solution of density estimation by 

substituting αi into Eq.(14). Usually most of the αi 
values in the SVM estimate will be zero, namely, the 
solution is sparse. The xi values corresponding to the 
nonzero αi values are called support vectors. For the 
Parzen method, the solution is not sparse. So we see 
that the computational labor of estimating the density 
will be reduced by SVM method than by Parzen 

method. 
In this paper, we choose the kernel and cross 

kernel function as follows: 
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SEGMENTATION ALGORITHM BASED ON 
SVM 
 

The basic idea of level set approaches is the 
evolution of a curve C that is embedded as a zero level 
set of a higher dimensional surface (Sethian, 1999). 
The surface is usually expressed as a function φ of 
time. So given an image I(x), the curve C can be de-
fined as follows: 
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Commonly, we define the function as follows:  
 

φ(x, 0)=±d.                           (24) 
 
It is called singed distance function, where d is the 
distance from the point x to the nearest point in the 
curve C at t=0, and the plus (minus) sign is chosen 
while x is outside (inside) the curve. With time pro-
gressing, the surface can change to take on the desired 
shape. The motion for this evolving function φ is 
determined from a partial differential equation in the 
higher dimension which permits cusps, sharp corners, 
and changes in topology in the zero level set de-
scribing the interface. This process can be described 
as follows: 

Step 1: Initialize φ(x, 0) with an initial closed 
curve. 

Step 2: Update φ(x, t) based on different metrics 
according to different level set approaches. 

Step 3: Extract the boundary of the desired ob-
jects by Ct={x|φ(x, t)=0} if the stop conditions are 
satisfied, otherwise return to Step 2. 

Traditionally, the metric in Step 2 is the en-
ergy-based active contours minimization problem by 
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the computation of geodesics or minimal distance 
curves. To incorporate the prior information into the 
process of segmenting desired objects in an image, we 
choose P(φ(x)|I(x),φ(N(x))) as the metric, where N(x) 
is the neighborhood of the point x. It expresses the 
probability of the value of the surface at the point x, 
given the intensity value of the image at the same 
point and the neighboring values of the surface. This 
conditioned distribution can be approximated as fol-
lows (Leventon et al., 2002): 
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Here, we use four neighbors in the direction of the 
local normal ˆ ˆ( , )n n+ −  and the tangent ˆ ˆ( , )t t+ −  to 
the embedded curve as shown in Fig.1. The first term 
on right hand side of Eq.(25) is called the image term. 
The middle term is called curvature term. The last 
term is called linearity term. 
 
 
 
 
 
 
 
 
 
 
 
 
 

We model this conditioned distribution based on 
a set of segmented images that have the same modal-
ity containing the same anatomical structure of vari-
ous subjects. The distribution of the novel images to 
be segmented should be similar to that of the training 
data. So to segment a novel image, we maximize the 
probability to estimate each surface point φ(x) inde-
pendently while assuming the rest of the surface is 
constant: 
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So in the Step 2, in order to update φ(x), we use the 
function as follows: 
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Namely: 
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This update is repeated until there is little change 

in the surface. Then the boundary of the objects can 
be extracted from the zero level set of φ.  

To construct the prior distribution, we model 
image term, curvature term and linearity term inde-
pendently. 

Image term: It relates the intensity and the sur-
face at x. Let {I1, I2, …, In} be the training images and 
{φ1, φ2, …, φn} be the corresponding singed distance 
functions. So training set of the intensity term is 
T={<I1, φ1>, …, <In, φn>}. It is a joint distribution. 
The image term can be derived from the training set 
using the method of SVM described in the last section. 
Then the derivative of the log image term in Eq.(28) is 
computed by taking the gradient of the sampled 
probability in the direction of φ(x). 

Curvature term: It reflects the curvature profile 
of the training data. When the surface is the singed 
distance function, the second partial derivatives of φ 
in the tangent and normal directions are as follows 
(Leventon et al., 2002): 
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Considering the formulas for finite differences 

of an arbitrary 1D function: 
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Fig.1  The directions of the normal and tangent of φ at
the point x 

φx 
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We see that curvature k reflects the distribution 
of ˆ ˆ( ),  ( )t tφ φ+ −  and φ(x). So we use {k1, …, kn} as 
the training set of curvature term. We derived the 
curvature term from the training set using the method 
of SVM described in the last section. Then the de-
rivative of the log curvature term in Eq.(28) can be 
computed by taking the gradient of the sampled 
probability in the direction of φ(x). The curvature of 
the underlying level set is calculated as follows 
(Sethian, 1999): 
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Linearity term: It is a regularization term for 

preventing the surface from evolving arbitrarily. 
From Eq.(29) and Eq.(30), we see that the second 
derivative in the normal direction should be zero. So 
the derivative of the log linearity term in Eq.(28) is 
defined as follows: 
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For efficiency, instead of evolving the surface at 

every point over the image, we just update the surface 
in a narrow band around the boundary during the 
evolution (Adalsteinsson and Sethian, 1995). So the 
segmentation algorithm in this paper is summarized 
as follows:  

Step 1: Use SVM method to model image term 
and curvature term from their training set independ-
ently. 

Step 2: To segment a novel image, give an initial 
closed curve, and calculate the signed distance func-
tion φ(x, 0) on a tube around the curve. 

Step 3: Update φ(x, t) on the tubular domain 
according to Eq.(28). 

Step 4: If the curve is within a set distance of the 
tube boundary or instability is developing on the tube 
boundary, reinitialize the surface by going to Step 2 
and resize the rectangular square where we do the 
calculations. 

Step 5: If there is little change in the surface, exit 
iteration and extract the boundary of the desired ob-
jects by Ct={x|φ(x, t)=0}, otherwise go to Step 3. 

EXPERIMENTAL RESULTS AND DISCUSSION 
 

Let us present some experiments to illustrate our 
segmentation method. There are six sets of images 
including three sets of synthetic images, one set of 
brain in sagittal MR images, one set of femur in MR 
images of the knee and one set of egg in ultrasonic 
images. For each set of images, both the segmentation 
method described in this paper and the level set method 
based on the C-V model (Chan and Vese, 2001) are 
used. The experimental results are shown in Figs.2~5. 
The top row in each Figure shows the results of the first 
method. The bottom row shows the results of the sec-
ond method. The figures illustrate the initial, middle, 
and final steps in the evolution process of segmentation. 
The synthetic images were constructed by embedding 
the shapes of random rhombi, ellipses and circulari-
ties with the addition of random noise. In each set of 
synthetic images, 20 images with similar shape were 
generated.  Nineteen  images  of  them  were  used  to 
construct the training set. The other one was used as 
the test set. The image term and curvature term were 
modelled based on the training set. Fig.2 shows the 
results of the segmentation. There are raw images to 
be segmented in the first column from left. The im-
ages in the second column from left have the initial 
curves. Fig.3 shows the segmentation of femur in MR 
image of the knee. Fig.4 shows the segmentation of the 
brain in sagittal MR image. The segmentation of egg in 
ultrasonic image is shown in Fig.5. In each of their 
cases, the training set consisted of the ten neighboring 
slices of the test slice. The training sets were seg-
mented manually. Then the image term and curvature 
term were modelled based on the training set. 

In our segmentation method, SVM for density 
estimation were used to model the image term and 
curvature term. The experiments showed that the 
number of support vectors only amounts to 2%~7% of 
the number of training samples. Because of the sparse 
solution, SVM method to model the image term and 
the curvature term reduced the computational labor of 
updating the surface, compared to Parzen method. By 
using the prior model, this segmentation method 
provides effective solution to incorporate shape in-
formation on the desired objects into the segmenta-
tion process. Furthermore, because of adding image 
intensity information into the model, this segmenta-
tion method can detect objects whose boundaries do 
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not necessarily have a strong gradient.  
From the first three experiments, we can see that 

the method mentioned in this paper is robust under the 
condition of noise. And it can segment different 
shapes according to the training set. From the last 
three experiments, we see that the method works well 
with different modality medical images and different 
anatomical structures.  

Compared to the level set method based on the 
C-V model, our method has faster convergence speed 
and  higher  quality  segmentation  results.  In  the  six 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

experiments, to achieve the final curve from the initial 
curve, our method separately iterated 5, 5, 5, 30, 40 
and 45 times, while the level set method based on the 
C-V model needs 5, 5, 5, 150, 50, 60 iterations. The 
segmentation did not completely extract the correct 
boundary due to noise (Fig.2 and Fig.5), the large 
“internal” intensity variations in the structures to be 
identified (Fig.3), and the overlapping distribution of 
intensity values corresponding to one structure with 
those of another structure (Fig.4). These problems 
have  less  influence  on  our  method  using  the  prior 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 

(c) 

(b) 

Fig.2  Segmentations of (a) rhombus, (b) ellipse and (c) circularity in synthetic image 
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Fig.3  Segmentation of femur in MR image of the knee

Fig.5  Segmentation of egg in ultrasonic image

Fig.4  Segmentation of brain in sagittal MR image
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model. 
The results presented here were on 2D imagery. 

Now more and more 3D images need to be segmented 
in medical image processing applications. We will 
extend the algorithm to 3D in future work. 
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