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Abstract:    Without sufficient real training data, the data driven classification algorithms based on boosting method cannot solely 
be utilized to applications such as the mini unmanned helicopter landmark image detection. In this paper, we propose an approach 
which uses a boosting algorithm with the prior knowledge for the mini unmanned helicopter landmark image detection. The stage 
forward stagewise additive model of boosting is analyzed, and the approach how to combine it with the prior knowledge model is 
presented. The approach is then applied to landmark image detection, where the multi-features are boosted to solve a series of 
problems, such as rotation, noises affected, etc. Results of real flight experiments demonstrate that for small training examples the 
boosted learning system using prior knowledge is dramatically better than the one driven by data only. 
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INTRODUCTION 
 

Recently, the mini unmanned helicopters, which 
have been applied to various areas such as search and 
rescue mission, surveillance and military applications, 
are attracting a great deal of attention. Especially due 
to their small size and various fly modes, they can 
move in more complex environments than the normal 
fixed aircraft. The landmark detection system is a 
very important part of the mini unmanned helicopter 
navigation system. It detects landmark, and supplies 
location information to the navigation computer. 
Cameras are usually utilized in the landmark detec-
tion system since they are small in size and can pro-
vide a rich source of information about the immediate 
surroundings. In this paper, we focus on the landmark 
image detection. 

The landmark image detection for the mini un-
manned helicopter has been an active topic of re-
search in the past few years. Amidi et al.(1998) pre-

sented a real-time computer vision system based on 
the circumrotate-pattern recognition algorithm for 
searching danger stuff landmarks, but the system 
performance is utterly dependent on the hardware. A 
special real-time landmark detection problem is dis-
cussed by Sharp et al.(2001), but the approach cannot 
be generalized to other landmarks. An algorithm 
based on Hu invariant moments was used in detection 
landing pad by Saripalli et al.(2002). The three 
lower-order invariants given in terms of moments are 
scale, rotation and translation, however, these mo-
ment invariants do not carry sufficient information for 
complex landmark detection. 

To build a robust landmark image detection 
system for mini unmanned helicopter navigation, 
such as vision-based autonomous landing and agri-
cultural surveillance, several technique challenges 
will be faced: 

(1) In a 3D environment, the same landmark 
displays different rotation poses from different 
viewpoints. Therefore, the rotation landmarks need to 
be detected. 
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(2) The detection approach should be easily 
generalized to different landmarks. 

(3) Real-time processing is required. 
In this paper, the landmark detection is consid-

ered as a two-class classification problem. Numerous 
machine learning algorithms are applied and the data 
driven approaches have gained prevalence. Popular 
data-driven classification approaches include deci-
sion tree, Bayesian classifier, support vector machine 
(SVM), etc. However, it is often difficult or inefficient 
to directly apply them to vision applications due to 
many challenges, such as curse of dimensionality, 
storage and computation cost, etc. (Zhou et al., 2005). 
Considering these challenges, we propose a classifi-
cation algorithm based on boosting method, which is 
fast, simple and easy to program. Boosting is one of 
the most successful and practical methods that has 
recently come from the machine learning community 
(Schapire et al., 1996; Harris and Corinna, 1996; 
Freund and Schapire, 1997). After the theoretic con-
nection between Adaboost and forward stagewise 
additive model was discovered, series of boosting 
algorithms were presented (Friedman et al., 2000; 
Schwenk and Bengio, 2000; Bühlmann and Yu, 2003). 
We will briefly review them in Section 2. 

In the mini unmanned helicopter landmark im-
age detection, due to the challenges posed by the 
flying style, it is difficult to collect sufficient real and 
various rotation poses landmark images (as training 
data) acquired from aerial vehicles. However, like 
many machine learning methods, boosting is entirely 
data driven. It implies that the boosting cannot be 
directly utilized to this kind of application. In some 
particular applications, such as the call classification, 
to compensate for the lack of training data, the prior 
knowledge had been tried in (Schapire et al., 2005). 
Prior knowledge can be acquired from several sources, 
e.g., human experiences, expert knowledge, and 
manuals. In this paper, it is discussed how to use 
human crafted knowledge to compensate for the lack 
of data in building robust image classifiers. We aim to 
use the prior knowledge to create a crude classifica-
tion model (template). Then, the model is refined by 
the statistics of the small set of training data. The 
details will be described in Section 3. 

Section 4 introduces boosting multi-features 
with the prior knowledge applied in the landmark 
detection. In addition to the Hu invariant moments, a 

large set of edge features called Haar-like features are 
utilized. These features, which provide the comple-
ment information from the viewpoints of geometric 
moments and edge, are combined with the special 
boosting algorithm presented in Section 3. 

In Section 5, experiments are carried out to ver-
ify the effectiveness of the approach by detecting 
three different landmarks in a mini unmanned heli-
copter landmark detection system. Finally, Section 6 
concludes the paper. 
 
 
BOOSTING ALGORITHM 
 

Machine learning studies the automatic learning 
techniques to make accurate predictions based on the 
past observation. The past observation information 
can be denoted as a set of training examples (x1,y1), …, 
(xm,ym). Each xi is called an instance. In this paper, 
each xi will generally be the feature of an image, and 
each yi is the label and it indicates the landmark types. 
For simplicity, we assume that there are only two 
classes, −1 (no landmark) and +1 (landmark). All 
training examples (x,y) are selected independently 
from some distribution D on the X×Y which is the 
space of all possible instances and all labels. The goal 
is to generate a rule that makes the most accurate 
predictions possible on the new test examples. 

Boosting is based on the observation that finding 
many rough rules of thumb can be a lot easier than 
finding a single, highly accurate prediction rule. It can 
be considered as the forward stagewise additive 
model: 

 

                    
1
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M
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where βm (m=1, 2, …, M) is the expansion coefficient, 
and bm(x;γm) is the simple function (weak learner). 
Boosting is carried out to estimate the function F: 
úd→ú, minimizing an expected loss 
 

[ ( , ( )],E C Y F X   ( , ) :C +⋅ ⋅ × →         (2) 
 
based on the training data (xi, yi) (i=1, …, n). 

Corresponding to different loss functions C, dif-
ferent boosting algorithms are presented. The most 
prominent examples are: 
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The minimizers of Eq.(2) are 
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where the conditional probability P[Y=1|X=x], which 
is dependent of D, can be estimated as: 
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F(·) and σ(·) are estimated by applying greedy 

search from data via a minimization of the empirical 
risk (EMR) 
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The basic idea of boosting is to build a highly 

accurate classifier by combining many weak learners 
b(x,γm). But, if these learners are already complex, the 
boosting is prone to overfitting. The other problem 
must be concerned with is the convergence of boost-
ing, about which many researchers have discussed. 
The detail can be found in (Schapire, 1990; Schapire 
et al., 1996; Friedman et al., 2000; Bühlmann and Yu, 
2003). 

 
 

INCORPORATING PRIOR KNOWLEDGE 
 

This section describes how to use the prior 
knowledge to modify the boosting algorithm. In a 
two-classification problem, if the distribution of the D 
can be estimated, the accurate classifier can be easily 
built. In fact, the conditional probability σ(·)= 

Pr[Y=1|X=x] is dependent of the D. So, our task is to 
build σ ′(·) which takes advantage of the prior knowl-
edge, and fuse it with the σ(·). 

σ ′(·) is built based on difference backgrounds. In 
this section, we will focus on how to fuse σ(·) and σ ′(·) 
by using Kullback-Leibler divergence, which has 
been studied intensively in statistics, communication 
and information theory, and has been considered as 
providing distance between different statistical dis-
tribution models (Csiszar, 1975). The Kullback- 
Leibler divergence between σ ′(·) and σ(·) defined on 
D is given by 

 

  1( || ) log (1 ) log .
1
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     (7) 

 
Put Eq.(7) into the boosting framework, then the loss 
function can be modified as 
 

        ( , ) ( , ) ( ( ) || ( )),C y f C y f R f fα σ σ′ = + ′       (8) 
 
where α is a parameter to adjust the relative impor-
tance between C(·) and R(·). 

The last thing is to add a 0th weak learner b0 into 
Eq.(1). b0 is a rough model according to the prior 
knowledge: 
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LANDMARK IMAGE DETECTION 
 

In this section, we shall introduce how to 
combine two different types of features by using the 
special boosting algorithm described in the previous 
section. The landmark images from video stream 
captured by the camera fixed on a moving mini un-
manned helicopter may vary in orientation. Mean-
while, for the complex outdoor environment, land-
mark images are easily affected by various noises. To 
solve these problems, multi-features are employed. 

The Hu invariant moments are scale, rotation 
and translation, which are highly suitable for rotation 
object image detection such as the simple landing pad 
detection. However, due to the small moments fea-
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tures set, they do not carry sufficient information and 
are easily affected by noises. On the other hand, 
Haar-like features as a large set of edge features can 
carry sufficient information for complex object rec-
ognition (Viola and Jones, 2001; Lienhart and Maydt, 
2002). But, they are sensitive to the rotation infor-
mation. In our approach, in addition to Hu invariant 
moments, we employ Haar-like features to comple-
ment the information. 

 
Feature selection 

The Hu invariant moment is one of the geometric 
features. The (p+q)th order moment of an image I(x,y) 
is given by  

 

( , ),p q
pq

i j
m i j I i j=∑∑                  (10) 

 

where i, j correspond to the coordinate axes x, y re-
spectively. The central moments of an object are de-
fined as 
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where 10 00/ ,x m m=  01 00/ ,y m m=  p, q=0, 1, 2, ... 
The normalized central moments are defined as 
 

00/ ,pq pq
βη μ μ=                         (12) 

 
where β=1+(p+q)/2. The three lower-order Hu in-
variant moments are defined as 
 

1 20 02 ,φ η η= +                             (13) 
2 2

2 20 01 11( ) 4 ,φ η η η= − +                    (14) 
2 2

3 30 12 21 03( 3 ) (3 ) .φ η η η η= − + −            (15) 
 

In order to reduce the computational complexity, 
only three lower-order moments are used in our 
landmark detection system.  

To complement the information of Hu invariant 
moments, Haar-like features are also used. The 14 
feature prototypes are shown in Fig.1, and each fea-
ture prototype is scaled in x and y directions by an 
integer factor. Though the set of Haar-like features is 
large enough to present all details of landmarks, it is 
too expensive to evaluate all the features. Therefore 
this paper uses a selected scheme described by Zhou 
et al.(2005). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Weak learner 

How to construct the weak learners is a funda-
mental problem in designing a classification algo-
rithm based on boosting method. Following (Voila 
and Jones, 2001; Lienhart and Maydt, 2002), the 
weak function set B is constructed by 1D decision 
stumpsas. In Eq.(1), the weak learner b(x) is associ-
ated with a feature f ′(x), which is selected from 
Haar-like features and Hu invariant moments, a de-
cision threshold θ, and a parity direction indicator p. 
b(x) takes a binary value of either +1 or −1: 

 
1,     if  ( ) ,  

( )
1,        otherwise.

pf x p
b x

θ+ ′ ≥⎧
= ⎨−⎩

            (16) 

 
Prior knowledge model 

The prior knowledge model (σ ′(·)=Pr′(Y=1|X=x)) 
describes the probability of any example belonging to 
any class according to the prior knowledge. In terms 
of our observation and simulation experiments, we 
find the detecting image containing the three Hu in-
variant moments of the landmark image highly indi-
cates that it is the landmark image. Thereby, in this 
paper, the prior knowledge can be described as: 
 

“If the image contains the Hu invariant moments 
of the landmark image, then this image is probably the 
landmark image, and the probability is p′.” 
 

The Prior knowledge model can be built as 

Fig.1  Feature prototypes (a)~(d) were introduced by
Voila (2001) and (e)~(o) were introduced by Lienhart
(2002). Black areas and white areas have negative and
positive weights, respectively 

(a)          (b)            (c)             (d) 

(e)              (f)         (g)           (h)              (i) 

(j)             (k)              (l)        (m)        (n)        (o)
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where k is the number of used features, p′ can be 
roughly estimated by experience. If the Hu invariant 
moments of the landmark image are not present, 
σ ′(·)=1/k. 
 
 
EXPERIMENTS 
 
Experimental setup 

To evaluate the system performance, a mini un-
manned helicopter is used as the experimental plat-
form. A control box, which includes a computer sys-
tem and many sensors, is slung beneath the helicopter 
fuselage. The box is fixed near the center of mass to 
offset the helicopter center of inertia as little as pos-
sible. The helicopter has a payload of about 2 kg and 
the rotor diameter is 1.2 m. The maximal fly speed is 
80 km/h. On a 1.7 G PC104 embedded computer, the 
landmark images are detected from Logitech Quick 
Cam Pro 4000 CCD camera with 1.3 million pixels. 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.3 shows the experimental landmarks. Fig.3a 
is the landmark of the helicopter landing pad. Sharp et 
al.(2001) detects this landmark to navigate a mini 
unmanned helicopter landing. Fig.3b is usually used 
in the International Aerial Robot Competition. Fig.3c 
is used in the second China Aerial Robot Competition. 
Each landmark is printed on a 1 m×1 m plastic board. 

As shown in this paper, the approach introduced 
in the previous section adapts to various boosting 
algorithms. Different boosting algorithms are applied 
to different applications, the comparison of them has 

 
        
 
 
 

             
 

 
been described by (Friedman et al., 2000; Bühlmann 
and Yu, 2003). To simplify programming, the boost-
ing algorithm we used is Adaboost algorithm, which 
is available in many software development kits. For 
each landmark, we trained boosting with or without 
prior knowledge on the 30, 50, 100, 150, …, 1000 
examples. The parameters of prior knowledge model 
p′ are 0.9, 0.7, and 0.7 for landmarks (a), (b), and (c), 
respectively. 
 
Results 

Figs.4a~4c show the results of the experiments. 
The geometrical characteristic of landmark (a) 
(Fig.3a) is simple. If the experimental condition is 
well, it is easy to be detected only by using Hu in-
variant moments (Saripalli et al., 2002). Fig.4a shows 
that the prior knowledge model is similar to the ul-
timate detection model, and the machine learning 
algorithm improves the robustness of the detector 
described by Saripalli et al.(2002). 

Since the background of landmark (b) (Fig.3b) is 
white, parts of the landmarks are easily occluded by 
noises. Haar-like features are redundant, they can 
supply enough information to the detector when the 
three Hu invariant moments cannot be detected due to 
the noises. Fig.4b shows that the curve driven by data 
and knowledge tends to be smooth after using 300 
training examples. 

Detection of landmark (c) (Fig.3c) is difficult 
due to its complicated geometrical characteristic. 
Fig.4c shows when the error rate drops to 35%, the 
approach described in this paper uses 350 training 
examples, while the “data driven only” approach uses 
more than 700 training examples. 

According to the results shown in Fig.4, for 
small training examples, the performance of the sys-
tem using prior knowledge is dramatically better than 
that driven by data only. When the number of training 
instances increases, their performance tends to be 
similar.  

Fig.2  Fully equipped mini unmanned helicopter in
flight for landmark detection 

(a)                         (b)                         (c)  
Fig.3  The landmarks of mini unmanned helicopter 
landmark detection 
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CONCLUSION 
 

This paper presents a simple approach that in-
corporates prior knowledge into boosting algorithm 
for the mini unmanned helicopter landmark detection. 
The stage forward stagewise additive model of 
boosting was analyzed. Based on the analysis, the loss 
function was modified to incorporate the prior 
knowledge by using Kullback-Leibler divergence. 
Then, the approach applied in the landmark image 
detection is described. Meanwhile, the multi-features 

are boosted to solve a series of problems in the 
landmark detection, such as rotation, noises affected, 
etc. The approach effectiveness is verified by ex-
periments.  
 
References 
Amidi, O., Kanade, T., Miller, J.R., 1998. Vision-based 

Autonomous Helicopter Research at Carnegie Mellon 
Robotics Institute 1991-1997. American Helicopter So-
ciety Int. Conf., p.375-386. 

Bühlmann, P., Yu, B., 2003. Boosting with the L2-loss: regres-
sion and classification. J. Am. Stat. Assoc., 98:324-338.  
[doi:10.1198/016214503000125] 

Csiszar, I., 1975. I-divergence geometry of probability distri-
butions and minimization problems. Ann. Probab., 
3:146-158.  [doi:10.1214/aop/1176996454] 

Freund, Y., Schapire, R., 1997. A decision-theoretic generali-
zation of on-line learning and an application to boosting. J. 
Computer Syst. Sci., 55(1):119-139.  [doi:10.1006/jcss. 
1997.1504] 

Friedman, J.H., Hastie, T., Tibshirani, R., 2000. Additive lo-
gistic regression: a statistical view of boosting. Ann. Stat., 
28:337-374.  [doi:10.1214/aos/1016218223] 

Harris, D., Corinna, C., 1996. Boosting decision trees. Adv. 
Neural Inf. Processing Syst., 8:479-485. 

Lienhart, R., Maydt, J., 2002. An Extended Set of Haar-like 
Features for Rapid Object Detection. Proc. IEEE Int. 
Conf. on Image Processing, 1:900-903.  [doi:10.1109/ 
ICIP.2002.1038171] 

Saripalli, S., Montgomery, J.F., Sukhatme, G..S., 2002. Vi-
sion-based Autonomous Landing of an Unmanned Aerial 
Vehicle. IEEE Int. Conf. on Robotics and Automation, 
3:2799-2804. 

Schapire, R.E., 1990. The strength of weak learnability. 
Matching Learning, 5(2):197-227.  [doi:10.1023/A:1022 
648800760]  

Schapire, F., Freund, Y., Schapire, R., 1996. Experiments with 
a New Boosting Algorithm. Proc. 13th Int. Conf., p.148- 
156. 

Schapire, R.E., Rochery, M., Rahim, M., Gupta, N., 2005. 
Boosting with prior knowledge for call classification. 
IEEE Trans. on Speech and Audio Processing, 13:174- 
181.  [doi:10.1109/TSA.2004.840937] 

Schwenk, H., Bengio, Y., 2000. Boosting neural networks. 
Neural Computation, 12(8):1869-1887.  [doi:10.1162/08 
9976600300015178] 

Sharp, C.S., Shakernia, O., Sastry, S.S., 2001. Vision System 
for Landing an Unmanned Aerial Vehicle, Robotics and 
Automation. IEEE Int. Conf. on Image Processing, 
2:1720-1727. 

Viola, P., Jones, M., 2001. Rapid object detection using a 
boosted cascade of simple features. Computer Vision and 
Pattern Recognition, 1:511-518. 

Zhou, S.K., Georgescu, B., Zhou, X.S., Comaniciu, D., 2005. 
Image Based Regression Using Boosting Method. Proc. 
Tenth IEEE Int. Conf. on Computer Vision, 1:541-548.  
[doi:10.1109/ICCV.2005.117] 

Data and knowledge
Data only 

90

80

70

60

50

40

30

20

Er
ro

r r
at

e 
(%

) 

(a) 

Fig.4  Comparison of test error rate using prior knowledge
and data separately or together on landmark detection.
(a), (b), (c) are respectively the detection results of land-
marks (a), (b), (c) in Fig.3 

0           200         400          600          800        1000 

Training examples 

80

70

60

50

40

30

20

Data and knowledge
Data only 

(c) 

75

65

55

45

35

25

Data and knowledge
Data only 

(b) 

Er
ro

r r
at

e 
(%

) 
Er

ro
r r

at
e 

(%
) 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


