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Abstract:    In this paper, multiresolution critical-point filters (CPFs) are employed to image matching for frame rate 
up-conversion (FRUC). By CPF matching, the dense motion field can be obtained for representing object motions accurately. 
However, the elastic motion model does not hold in the areas of occlusion, thus resulting in blur artifacts in the interpolated frame. 
To tackle this problem, we propose a new FRUC scheme using an occlusion refined CPF matching interpolation (ORCMI). In the 
proposed approach, the occlusion refinement is based on a bidirectional CPF mapping. And the intermediate frames are generated 
by the bidirectional interpolation for non-occlusion pixels combined with unidirectional projection for the occlusion pixels. Ex-
perimental results show that ORCMI improves the visual quality of the interpolated frames, especially at the occlusion regions. 
Compared to the block matching based FRUC algorithm, ORCMI can achieve 1~2 dB PSNR gain for standard video sequences. 
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INTRODUCTION 
 

Frame rate up-conversion (FRUC) is necessary 
for exchange between two display formats with dif-
ferent frame rates. For example, in order to view 
filmed programs on television, film should be 
up-converted to video. This is because films are 
usually produced at a rate of 24 frames per second 
(fps), while TV sets require much higher frame rates, 
such as 50 or 60 fps. In addition, FRUC techniques 
can also be used for video compression and slow 
motion replay (Yang et al., 2007). 

Until now, simple approaches such as frame 
repetition and frame averaging have been used for 
FRUC, but these algorithms cause motion jerkiness 
or motion blurring in moving objects. Motion com-
pensation FRUC (MC-FRUC), taking motion in-

formation into account, has been shown to provide 
better results and reduce blurring and motion jerki-
ness (Haavisto et al., 1989; Castagno et al., 1996). 

In MC-FRUC, two main issues need to be ad-
dressed. First, the purpose of motion estimation in 
FRUC is to find true motion trajectories, but not to 
minimize the energy of MC residual signals. Most 
MC-FRUC techniques (Lee et al., 2002; Ha et al., 
2004; Zhai et al., 2005; Choi et al., 2006; 2007) 
utilize the block matching algorithm (BMA) for mo-
tion estimation. BMA is simple and easy to imple-
ment. But, the motion vectors (MVs) of blocks es-
timated by BMA are not faithful to true object mo-
tions (Ha et al., 2004). Second, dealing with occlu-
sion is another challenge in MC-FRUC (Wittebrood 
et al., 2003). In covered (or uncovered) area, the 
correct pixel information is only available in the past 
(or future) frame. The MVs of the occlusion pixels 
will become unreliable and temporal interpolation 
cannot be applied within the occlusion areas. Occlu-
sion detection techniques for object tracking and 
frame interpolation have been developed by many 
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researchers (Altnubasak and Tekalp, 1997; Sanchez, 
2003; Wittebrood et al., 2003; Beller et al., 2007). 
But most of them mainly pay attention to detecting 
occlusion areas in input frames rather than dealing 
with occlusion pixels in intermediate frames. 

In this paper, elastic image matching using 
multiresolution critical-point filters (CPFs) (Shina-
gawa and Kunii, 1998; Habuka and Shinagawa, 2004) 
is applied to FRUC. The dense motion field obtained 
by CPF matching can represent non-translational 
motions such as rotation and zooming effectively 
(Chambers et al., 2003; Durand and Hutchinson, 
2003). However, in the areas of occlusion, the elastic 
model in the CPF matching algorithm does not hold, 
and can introduce blur artifacts in the interpolated 
frames. To overcome this drawback, we propose an 
occlusion refined CPF matching interpolation 
(ORCMI) FRUC algorithm. In this approach, occlu-
sion regions are detected based on bidirectional CPF 
mapping. The MVs of the occlusion pixels are re-
fined using spatial or temporal MV prediction. The 
intermediate frames are produced by bidirectional 
interpolation for non-occlusion pixels and by unidi-
rectional projection for occlusion pixels. 

The rest of this paper is organized as follows. 
Section 2 briefly introduces the CPF matching algo-
rithm and the approach to apply CPF matching in-
terpolation (CMI) to FRUC. The proposed ORCMI 
based FRUC is presented in Section 3. Section 4 
discusses the experimental results. Finally, Section 5 
concludes this paper. 

 
 

CMI BASED FRUC 
 

CPF matching algorithm 
CPF was first introduced by Shinagawa and 

Kunii (1998). The filters provide a means of accu-
rately matching the pixels of two images. Suppose 
there are two images, the source and the destination. 
A set of multiresolution subimages are constructed 
for both the two images. Then, mappings from the 
source to the destination subimages are performed at 
each level, from the coarsest resolution to the finest 
resolution. The mapping is computed pixel-by-pixel, 
constrained by the inherited and the bijectivity con-
ditions. The mapping with minimum energy will be 
selected as final correspondence. 

1. Construction of the multiresolution hierarchy 
Suppose the width and the height of the original 

image size are W and H, respectively, and n denotes 
the hierarchy level of the finest resolution. A mul-
tiresolution hierarchy of size W/2(n−m)×H/2(n−m) 
(1≤m≤n) images will be computed. There are four 
subimages to be calculated, which are formed by 
extraction of the minimum, the maximum and the 
saddle points at each level of the hierarchy. Let ( , )

( , )
m s
i jp  

denote the pixel at (i, j) in the subimage, where m is 
the level of hierarchy and s is the subimage type. The 
pixels of subimages in the hierarchy are recursively 
calculated from the pixels of its higher level subi-
mages in the hierarchy as follows: 
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( , ) ( , ) ( , ) ( , ) ( , ) ,
n n n n
i j i j i j i j i jp p p p p= = = =  which are 

the pixels of the original image. 
These multiresolution hierarchical subimages 

are computed for both the source and the destination 
images. Meanwhile, the destination subimages should 
be up-sampled to provide intensity values at half pixel 
locations where we use bilinear interpolation. 

2. Mapping with inherited condition 
Once the multiresolution hierarchy is con-

structed, a top down method is utilized to map pixels 
from the source image to the destination image. The 
number of candidate mappings at each level is con-
strained by the mapping at its upper level. Fig.1 
shows an example, where a pixel p at level m of the 
source image is searching for its corresponding pixel 
q in the destination image. Suppose the four nearest 
pixels of pixel p are a, b, c and d. Their parents (A, B, 
C, D) are mapped to A′, B′, C′, D′ at level m−1. For 
each of the parents, one child pixel (if b is the top left 
of B, then b′ will be the top left of B′) is selected. The 
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four children pixels define an inherited quadrilateral 
a′b′c′d′, inside which we search for the pixel q with a 
minimum mapping energy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3. Bijectivity conditions and mapping energy 
The mapping is also constrained by some bi-

jectivity conditions (BCs), which define an elastic 
motion model. Let f 

(m,s) be a mapping function of the 
submapping with type s at level m. Consider each 
square abcd on the source image plane denoted by an 
index R. The square is mapped by f 

(m,s) to a quadri-
lateral a′b′c′d′ denoted by f 

(m,s)(R) on the destination 
image plane. f 

(m,s)(R) should satisfy the following 
conditions (Fig.2): 

(1) The edges of f 
(m,s)(R) should not intersect 

with each other. 
(2) The orientation of the edges of f 

(m,s)(R) 
should be the same as that of R (clockwise or coun-
terclockwise). 

(3) The length of one edge of f 
(m,s)(R) can be 

zero to allow retracted mappings, i.e., f 
(m,s)(R) may be 

a triangle. It is not allowed, however, to be a pixel or 
a line segment (figures of area 0). 
 

 
 
 
 

 
 

 
Then, the mapping energy of the candidate 

pixels satisfying the above conditions will be calcu-
lated and compared. The energy is defined as 

( , ) ( , ) ( , )
( , ) ( , ) ( , ) ,m s m s m s
i j i j i jE C Dλ= +  where ( , )

( , )
m s
i jC  is the energy 

related to pixel intensity, and ( , )
( , )

m s
i jD  is the energy 

regarding the distance between the corresponding 
pixels and the distance between neighboring map-
pings. The pixel with minimum energy will be de-
termined as the final corresponding pixel. Readers 
can refer to (Shinagawa and Kunii, 1998; Habuka 
and Shinagawa, 2004) for more details about the 
mapping energy in CPF. 

 
CMI in FRUC 

For FRUC, CPF mapping is performed between 
the past frame Fn and the following frame Fn+1 of the 
input sequence, denoted by 1.n nMAP → +  After the 
mapping is completed, each pixel p in Fn has a cor-
responding pixel 

1
( )

n n
MAP p
→ +

 in Fn+1, and the MV of 

pixel p can be represented as 
11

( ) ( ) .
n nn n

MV p MAP p p
→ +→ +

= −  

With this dense motion field, the intermediate frame 
Fn+t (0<t<1) is interpolated as 
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where q and fn+t(q) denote the pixel position and 
intensity of Fn+t, respectively. 

An example of CMI based FRUC experiment 
will be given in Section 4. 
 
 
ORCMI BASED FRUC 
 

In this section, we analyze the occlusion prob-
lem in CPF mapping, and propose an occlusion re-
finement model based on bidirectional CPF mapping. 
Then, the ORCMI based FRUC scheme will be de-
scribed in detail. 

 
Occlusion refinement model in ORCMI 

Occlusion regions can be classified as back-
ground to be covered (BTBC) and uncovered back-
ground (UB) (Altnubasak and Tekalp, 1997). In CPF 
mapping, each pixel in the source frame has a cor-
responding pixel in the destination frame. The map-
ping is not necessarily one-to-one, but can be 
multi-to-one. A CPF mapping with occlusion is  

Fig.1  Definition of inherited quadrilateral 
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illustrated in Fig.3. For the pixels (p1, p5) in the 
moving object, the mapping procedure can find their 
correct corresponding pixels (q1, q5) in the destina-
tion frame. On the contrary, for the pixels (p2, p3, p4) 
in the BTBC region, they will be mapped to incorrect 
positions (q2, q3, q4) due to disappearing of the BTBC 
region. Because of the bijectivity conditions, those 
incorrect corresponding pixels will converge in the 
destination frame (Fig.3). Obviously, once the BTBC 
regions in the source frame are detected, the BTBC 
regions in the intermediate frame can be obtained 
through position interpolation like Eq.(5). The roles 
of BTBC and UB are interchanged in the inverse 
direction, so the UB region detection can be solved 
by the backward mapping from the destination frame 
to the source frame. The occlusion refinement model 
includes two steps, occlusion detection and MV re-
finement, which will be discussed individually in the 
following. 

 
 
 
 
 
 
 
 
 
 

 
1. Occlusion detection 
BTBC region detection is based on two as-

sumptions. First, the intensity difference between the 
BTBC pixels and their corresponding pixels can be 
much larger than that of the non-occlusion pixels. 
The second assumption utilizes bidirectional con-
sistency check, as shown in Fig.4. In the forward 
mapping, BTBC pixel p1 in the source frame will be 
mapped to an inappropriate pixel q1 in the destination 
frame. However, in the backward mapping, q1 is not 
occluded, and the mapping procedure can find its 
correct corresponding pixel 1p′  in the source frame. 
The distance between p1 and 1p′  is remarkably larger 
than that of the non-occlusion pixels, e.g., the dis-
tance between p2 and 2p′  in Fig.4. On the basis of 
these two criterions, BTBC regions in the source 
frame can be estimated. 

 

 
 
 
 
 
 
 
 
 
 
 
2. MV refinement 
For the occlusion pixels, their incorrect MVs 

will be refined using spatial or temporal MV pre-
diction. The two prediction modes are shown in 
Fig.5, where different gray scales represent different 
objects. 

Fig.5a shows the spatial prediction mode. From 
Fn to Fn+1, objects A and B move with different ve-
locities. A part of object A (A2) is occluded by object 
B in Fn+1. The pixels in A2 will be assigned incorrect 
MVs in the mapping from Fn to Fn+1. However, due 
to the high similarity of MVs from different parts of 
an object, the MVs of the occlusion pixels can be 
estimated from their neighboring MVs. For example, 
in Fig.5a we can use the MVs of A1 (the 
non-occluded part of object A) to estimate the MVs 
of A2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3  CPF mapping with occlusion 
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Fig.5b shows the temporal prediction mode. 
The motion of object C in Fn is different from that of 
its neighboring objects (A or B). C is wholly occluded 
by A and B in Fn+1. In this case, it is unsuitable to 
estimate the MVs of C from the MVs of A or B. Al-
though C disappears in Fn+1, it may be found in the 
previous frame (Fn−1) from the temporal point of 
view. In general, motion in a short time interval can 
be considered as linear. Thus, for the pixels in C, we 
can estimate their forward MVs from Fn to Fn+t, using 
their backward MVs from Fn to Fn−1, as shown in 
Fig.5b. 

 
Implementation of ORCMI based FRUC 

Fig.6 shows the overall architecture of the 
ORCMI based FRUC scheme. It consists of several 
processing units. First, CPF matching is applied to 
estimate the MVs of the pixels in input frames. 
Second, occlusion detection is performed to detect 
BTBC regions and UB regions based on forward and 
backward mapping, respectively. Third, the MVs of 
occlusion pixels are refined using spatial or temporal 
MV prediction. Finally, bidirectional pixel interpo-
lation for non-occlusion regions and unidirectional 
pixel projection for occlusion regions are used to 
generate the intermediate frame. 

 
 
 
 

 
 
 
 
 
 
 
 

1. CPF matching 
Suppose the input frames are Fn−1, Fn, Fn+1, 

Fn+2, ... and the to-be-interpolated frame is Fn+t 
(0<t<1). In the proposed FRUC, we use forward 
mapping 1n nMAP → +  to obtain the initial MVs for all 
the pixels in Fn. The forward mapping 1n nMAP → +  and 
the backward mapping 1n nMAP + →  are used to detect 
the BTBC regions in Fn and the UB regions in Fn+1, 
respectively. In addition, for temporal MV prediction, 

the previous mapping 1n nMAP − →  may be used to 
estimate the MVs of the BTBC pixels, and the next 
mapping 1 2n nMAP + → +  to estimate the MVs of the UB 
pixels. 

2. Occlusion detection 
For each pixel p in Fn, it is mapped to a pixel at 

1
( )

n n
MAP p
→ +

 in Fn+1 in the forward mapping. Then the 

pixel at 
1
( )

n n
MAP p
→ +

 is mapped to another pixel at 

1 1
( ( ))

n n n n
MAP MAP p
+ → → +

 in Fn in the backward mapping. 

According to the above two criterions, BTBC region 
detection consists of the following steps: 

Step 1: Compute the predicted frame nF  using 

1 1
( ) ( ( ))n n n n

f p f p MV p+ → +
= + . Then calculate the frame 

difference (FD), where ( ) ( ) ( )n n nFD p f p f p= − . 

Step 2: Calculate the inverse map distance (IMD) 

frame: 
1 1

( ) ( ( ))n n n n n
IMD p MAP MAP p p

+ → → +
= − . 

Step 3: If FDn(p)>T1 and IMDn(p)>T2 (T1 and T2 
are threshold values), mark p as a BTBC pixel, thus 
the BTBC frame of Fn (BTBCn) is obtained. In this 
study we use T1=10 and T2=1. 

Step 4: Apply a morphological opening opera-
tion with a 3×3 kernel to BTBCn, followed by a 
morphological closing operation with the same  
kernel. 

After above operations, the BTBC regions in Fn 
are detected. Then the BTBC frame of Fn+t (BTBCn+t) 
is obtained through position interpolation as Eq.(5). 
Similarly, the UB frames of Fn+1 and Fn+t (UBn+1 and 
UBn+t) are detected based on the inverse mapping. 

3. MV refinement of occlusion pixels 
Before MV refinement, the MV prediction 

mode should be determined for the occlusion pixels. 
It is natural that different parts of an object have 
many similar texture properties such as luminance 
distribution and average intensity. Hence, the MV 
prediction mode of the occlusion pixel can be de-
termined by measuring the texture similarity between 
the region surrounding it and the region surrounding 
its neighboring non-occlusion pixels.  

Consider an N×N (for CIF format, N=5) sized 
block Bp centered at position p. The average intensity 
(AVG) and the mean square difference (MSD) of Bp 
are defined as 

Fig.6  Structure of ORCMI based FRUC scheme 
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The texture similarity between blocks Bp and Bq is 
defined as 
 

2

255 .pq

p q p qAVG AVG MSD MSD
=

− + −
Φ     (9) 

 
For each occlusion pixel p, we search for its 

eight nearest non-occlusion pixels qi (1≤i≤8) in eight 
directions (horizontal, vertical and diagonal), as 
shown in Fig.7. The texture similarity 

ipqΦ  (1≤i≤8) 

between Bp and 
iqB  will be computed and compared. 

Suppose qj is the pixel with the maximum similarity 
value .

jpqΦ  If 
jpqΦ >Γ (Γ is threshold value), spatial 

prediction mode is selected. Otherwise, temporal 
prediction mode will be selected. In our implemen-
tation, we set Γ=1.2 empirically. 
 

 
 
 
 
 
 
 
 
 

 

For spatial prediction mode, m (m=3 in this 
study) pixels with the highest similarity values 
among the above eight pixels are selected. And the 
MV of pixel p will be refined as 

 

1 11 1

( ) ( ) ,
i i

m m

pq i pqn n n ni i

MV p Φ MV q Φ
→ + → +

= =

′ = ∑ ∑       (10) 

 

where 
ipqΦ  is used as the weight coefficient.  

As discussed in the subsection “MV refine-
ment”, for temporal MV prediction, the previous and 
the next mappings are utilized to refine the MVs of 
the occlusion pixels, which can be formulated as 
follows: 

For p∈BTBCn, 
 

1 1
( ) ( ).

n n n n
MV p MV p
→ + → −

′ = −                      (11) 

 

For p∈UBn+1, 
 

1 1 2
( ) ( ).

n n n n
MV p MV p
+ → + → +

′ = −                  (12) 

 
4. Intermediate frame generation  
Let q denote the pixel position in the 

to-be-generated frame Fn+t, and fn+t(q) denote its 
intensity. For the non-occlusion pixels in Fn+t, their 
positions and values are interpolated by Eq.(5) and 
Eq.(6), respectively. For the BTBC pixels in Fn and 
the UB pixels in Fn+1, they are directly projected to 
the intermediate frame, using the refined MVs as 
follows: 

For p∈BTBCn, 
 

1 1
( ) ( ),

n n n n
q p t MV p p t MV p

→ + → −
′= + ⋅ = − ⋅          (13) 

( ) ( ),n t nf q f p+ =                          (14) 
 
where q∈BTBCn+t. 

For p∈UBn+1, 
 

1 1 2
(1 ) ( ) (1 ) ( ),

n n n n
q p t MV p p t MV p

+ → + → +
′= + − ⋅ = − − ⋅ (15) 

1( ) ( ),n t nf q f p+ +=                        (16) 
 
where q∈UBn+t. 
 
 
EXPERIMENTAL RESULTS 

 
Evaluation tools are also very important for 

FRUC. In the traditional FRUC evaluation method, 
the FRUC algorithm is used to interpolate new 
frames from the original input video at reduced frame 
rates. Then the original skipped frames can be used 
for performance evaluation, such as PSNR calcula-
tion. However, the purpose of FRUC is to provide 
output sequences with a higher frame rate. The ex-
periments with input sequences of reduced frame 
rates cannot truly reflect the performances of FRUC 
algorithms. In our first experiment, the traditional 
FRUC evaluation method was adopted. And we 

1

2 3 4

5

678

pB

2qB

jpqΦ

3qB

1qB

4qB

5qB

6qB
7qB8qB

Fig.7  Prediction mode determination 



Zhang et al. / J Zhejiang Univ Sci A  2008 9(12):1621-1630 1627

compared the performances of CMI and ORCMI 
with the adaptive overlapped block motion com-
pensation (AOBMC) algorithm (Choi et al., 2007), 
which is an advanced BMA based FRUC scheme. In 
the second experiment, a new FRUC evaluation 
method was developed to compare the performances 
of CMI and ORCMI. Several standard CIF (352×288) 
format video test sequences were used, including 
Foreman, Mobile, Table Tennis, Football, Carphone, 
and Coastguard. In all of our experiments, t was set 
as 0.5. 

 
Subjective evaluation of ORCMI algorithm 

Fig.8 shows an example of CMI based FRUC 
experiment. Figs.8a and 8b are the 133rd and 135th 
frames of Foreman (CIF) sequence, respectively. 
And their frame difference is shown in Fig.8c. Fig.8d 
shows the original 134th frame. The interpolated 
frame by CMI based on the mapping from Fig.8a to 
Fig.8b is shown in Fig.8e. We can see that blur artifact 
appears at the hat contour, where occlusion happens. 
The reason is that the assumption of bijectivity condi-
tions does not hold in the case of occlusion. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8f shows the interpolated frame by ORCMI 
in-between Figs.8a and 8b. Comparing Fig.8f with 
the interpolated frame by CMI (Fig.8e), we can see 
that the visual quality at the hat contour has been 
improved after occlusion refinement. Fig.9 shows the 
interpolated frames of Table Tennis, Football and 
Mobile sequences. The original frames are shown in 
the left column. The interpolated frames by CMI and 
ORCMI are shown in the middle and the right col-
umns, respectively. For Table Tennis and Football 
sequences, the quality improvement can be easily 
observed around the table tennis player’s hand, the 
racket, and the football player’s body. For Mobile 
sequence, however, the quality improvement is un-
obvious because it has much less occlusion than the 
other two sequences. 
 
Comparison with traditional FRUC algorithm 

In this experiment, the traditional evaluation 
method was adopted. The odd frames in test se-
quences were skipped. The tested FRUC algorithms 
were used to double the frame rate. Then the inter-
polated frames were compared with the skipped 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(d)                                                              (e)                                                               (f) 
Fig.8  Interpolated frames of the Foreman sequence. (a) The 133rd frame; (b) The 135th frame; (c) Difference frame 
of (a) and (b); (d) The original 134th frame; (e) Interpolated frame by CMI; (f) Interpolated frame by ORCMI 

(a)                                                             (b)                                                                (c) 
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frames for PSNR calculation. Fig.10 shows the 
PSNR of the first 50 interpolated frames of the four 
sequences. Table 1 summaries the average PSNR of 
each test sequence by the three FRUC algorithms. 
Compared to AOBMC, CMI achieves significant 
gains in PSNR. And the gains of Mobile and Football 
sequences are larger than those of the other se-
quences, because these two sequences have more 
complex motions. This demonstrates that the CPF 
matching algorithm can model deformable motions 
more accurately than BMA. Moreover, for Foreman 
and Football sequences, ORCMI provides greater 
PSNR gains, because they have more occlusion areas. 
It can also be seen that the performance improvement 
of some frames in Table Tennis sequence is not very 
obvious. The reason is that the displacement of the 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

rolling ball between some frames of Table Tennis is 
so large that the elastic model in the CPF matching 
cannot work well. When compared to the AOBMC 
algorithm, ORCMI provides 1~2 dB PSNR im-
provement for the test sequences. 

(a)                                                             (b)                                                              (c) 

(d)                                                              (e)                                                              (f) 

(g)                                                               (h)                                                             (i) 
Fig.9  Interpolated frames of Table Tennis, Football and Mobile. (a), (d), (g): the original frames; (b), (e), (h): the 
interpolated frames by CMI; (c), (f), (i): the interpolated frames by ORCMI 

Average PSNR (dB) 
Sequence 

AOBMC CMI ORCMI 
Gain 
(dB) 

Foreman 34.15 34.99 35.43 0.44 
Mobile 24.18 26.41 26.57 0.16 
Table Tennis 29.29 29.98 30.35 0.37 
Football 22.84 24.15 24.90 0.75 
Carphone – 32.95 33.21 0.26 
Coastguard – 31.04 31.33 0.29 

Table 1  Average PSNR comparison 
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Novel evaluation method for FRUC algorithm 

In this experiment, we developed a novel 
evaluation method for FRUC, as shown in Fig.11. 
First, we used the original sequence to interpolate a 
medium sequence. Then, the medium sequence was 
used to interpolate a virtual sequence again. In this 
way, the frame positions of the virtual sequence keep 
consistent with that of the original sequence. Finally, 
PSNR was calculated between the original sequence 
and the virtual sequence. This evaluation method has 
two advantages. One is that the input frame rate does 
not need to be reduced. The other is that the per-
formance difference between different FRUC algo-
rithms will be emphasized through two interpolation 
procedures. Hence, it is much easier to compare the 
performances of different FRUC algorithms. Table 2 
shows the average PSNR performances of the first 
100 frames interpolated by CMI and ORCMI algo-
rithms with the proposed evaluation method. It is 
noted that the PSNR gain is slightly smaller than the 
results from the traditional evaluation method, which 
can be interpreted that the occlusion areas become 
smaller when the input frame rate is not reduced. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.11  New FRUC evaluation method 

Original
sequence

Medium
sequence

Virtual
sequence

...

...

...

PSNR calculation

Fig.10  Comparison of the PSNR performance on different sequences 
(a) Foreman; (b) Mobile; (c) Table Tennis; (d) Football 
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Average PSNR (dB) 

Sequence 
CMI ORCMI 

Gain  
(dB) 

Foreman 35.62 35.97 0.35 
Mobile 25.63 25.74 0.11 
Table Tennis 30.57 30.85 0.28 
Football 28.37 28.95 0.58 
Carphone 35.26 35.48 0.22 

 

Table 2  Average PSNR comparison  using the proposed 
evaluation method  



Zhang et al. / J Zhejiang Univ Sci A  2008 9(12):1621-1630 1630

We also note that, the proposed evaluation method 
provides higher PSNR values than the traditional 
evaluation method for all the test sequences except 
for Mobile. In natural scenes, motions, especially 
non-translational motions, are nonlinear. As a result, 
linear interpolation will lead to position deviation 
between the frames of the virtual sequence and the 
frames of the original sequence. Mobile sequence 
contains more non-translational motions, thus its 
position deviation must be larger than that of the 
other sequences. 
 
 
CONCLUSION 

 
In this paper, we introduce CPF method to 

FRUC. An occlusion refinement model is proposed 
to tackle the occlusion problem in CPF matching 
interpolation (CMI). Then, we develop a new FRUC 
scheme using occlusion refined CPF matching in-
terpolation (ORCMI). We compare the performance 
of the ORCMI algorithm with the AOBMC method. 
Experimental results demonstrate that the occlusion 
refined technique improves the visual quality of the 
reconstructed frames, especially at the boundaries of 
moving objects where occlusion happens. Compared 
to AOBMC, ORCMI achieves 1~2 dB gains in PSNR. 
Moreover, to truly reflect the performances of FRUC 
algorithms, we propose a novel evaluation method, 
which can be easily applied to compare the per-
formances of various FRUC algorithms. Although 
the experiments were mainly for doubling the input 
frame rate, the proposed ORCMI algorithm can be 
easily extended to various applications, such as 
film-to-video conversion and reconstruction of 
skipped frames in video communication. 
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