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Abstract:    Effective and robust recognition and tracking of objects are the key problems in visual surveillance systems. Most 
existing object recognition methods were designed with particular objects in mind. This study presents a general moving objects 
recognition method using global features of targets. Targets are extracted with an adaptive Gaussian mixture model and their 
silhouette images are captured and unified. A new objects silhouette database is built to provide abundant samples to train the 
subspace feature. This database is more convincing than the previous ones. A more effective dimension reduction method based on 
graph embedding is used to obtain the projection eigenvector. In our experiments, we show the effective performance of our 
method in addressing the moving objects recognition problem and its superiority compared with the previous methods. 
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INTRODUCTION 

 
Moving objects may be pedestrians, automobiles, 

animals, military targets, etc. It is necessary to rec-
ognize the object and then decide how to analyze its 
trajectory or behavior. Therefore, moving objects 
classification or recognition is the basic and key 
problem in visual surveillance systems. The main 
purpose of visual surveillance is to detect then track 
certain targets and more generally to analyze their 
trajectories and behaviors in certain areas. The Car-
negie Mellon University (CMU) system (Collins et al., 
2000) can monitor activities over a large area using 
multiple cameras that are connected to a network. It 
can detect and track multiple persons and vehicles 
within cluttered scenes and monitor their activities 
over long periods of time. The real-time visual sur-
veillance system W4 (Haritaoglu et al., 2000) em-
ploys a combination of shape analysis and tracking. It 

constructs models of people’s appearances to detect 
and track groups of people while monitoring their 
behaviors, even in the presence of occlusions and in 
outdoor environments. Duque et al.(2007) presented a 
novel behavior analysis system called dynamic ori-
ented graph (DOG). It is used to detect and predict 
abnormal behaviors, using real-time unsupervised 
learning. The DOG method characterizes observed 
actions by means of a structure of unidirectional 
connected nodes. Each one defines a region in the 
hyperspace of attributes measured from the observed 
moving objects and is assigned a probability to gener-
ate an abnormal behavior. These techniques are widely 
used in many situations, such as access control in spe-
cial areas, person-specific identification in certain ar-
eas, crowd flux statistics and congestion analysis, 
anomaly detection and alarming, and interactive sur-
veillance using multiple cameras (Hu and Tan, 2004). 

 
Related works 

Our study focuses on moving objects feature 
extraction and recognition methods. Feature extrac-
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tion and recognition methods are the main areas of 
research related to the moving objects recognition 
problem. Different models have been established to 
define moving objects. 

Lipton et al.(1998) used ‘dispersedness’ which 
is defined as the ratio of the perimeter to the area of 
moving objects as a classification feature. Humans 
and vehicles are distinguished from background 
clutter and tracked by a combination of temporal 
differencing and template matching. Liu and Su (2000) 
used two feature parameters of the human body ex-
tracted from the horizontal and vertical projection 
histogram of a silhouette pattern. Rivlin and Rudzsky 
(2002) developed a best inter-class separation method 
based on geometric properties of the fitted ellipse and 
the ‘star skeleton’. Collins et al.(2000) also used 
image blob dispersedness, image blob area and ap-
parent aspect ratio of the blob bounding box, etc., as 
key features. Cutler and Davis (2000) described a 
similarity-based technique to detect and analyze pe-
riodic motion. By tracking a particular object, its 
self-similarity is computed as it evolves over time. As 
we know, for periodic motion, its self-similarity 
measure is also periodic. Therefore, time-frequency 
analysis is applied to detect and characterize the pe-
riodic motion, and tracking and classification of 
moving objects are implemented using periodicity. 

The feature extracting algorithms listed above 
have been developed specifically for moving objects 
such as humans or automobiles. When other objects 
are introduced to be recognized or tracked, a new 
feature needs to be incorporated into the algorithm. 
Using a global feature such as the principal compo-
nent analysis (PCA) coefficient for an object can be a 
more general approach. Boosting based detection 
methods have been successfully used for robust de-
tection of faces and pedestrians (Javed and Ali, 2005). 
The features used for classification are derived from 
PCA of the appearance templates of the training 
examples. A detection and classification system for 
moving objects has been described using range im-
ages via a Time of Flight camera and a stereo vision 
system (Ghobadi and Hartmann, 2006). The range 
images are used as the input data. Two different clas-
sifiers have been trained based on heuristic and PCA 
features for each image set. This is a classical linear 
dimensionality reduction approach. Munder and 
Gavrila (2006) presented an in-depth comparative 

experimental study on pedestrian classification. 
Global versus local and adaptive versus non-adaptive 
features, as exemplified by PCA coefficients, Haar 
wavelets and local receptive fields (LRFs) were 
compared.  

Using a general global feature to recognize a 
certain object among various moving objects is a 
useful approach, for there is no need to define new 
features when we want to recognize a new object. A 
good global feature needs to be able to preserve the 
intrinsic features of several different moving objects. 
Many linear dimensionality reduction algorithms and 
dimensionality reduction algorithms based on mani-
fold learning aim to discover the underlying structure 
of the data. A dimension reduction algorithm, mar-
ginal Fisher analysis (MFA) based on graph embed-
ding, was designed by Yan et al.(2007) to find the 
intraclass compactness and the interclass separability 
of different datasets. In our experiments, we found 
that for a moving objects classification problem it is 
more suitable than other dimensionality reduction 
algorithms. Its principles and advantages will be 
analyzed in Section 4. 

 
Our research roadmap 

In our work, we firstly extract all possible 
moving objects in the scene with adaptive Gaussian 
mixture model (AGMM). These objects are then uni-
fied to a certain form to build our training database. 
The training database is dimensionality reduced and 
trained using MFA to obtain a projection direction. 
When new objects enter our scene, they will also be 
unified and dimensionality reduced, and then classi-
fied into corresponding categories using the K-nearest 
neighbors (KNN) classifier. The flowchart is illus-
trated in Fig.1. We have shown in our experiments, 
that if the training database contains large numbers of 
items, we can obtain reliable and consistent recogni-
tion results. This method has the advantage that it is 
not limited to certain classes of objects and the objects 
can be rigid or non-rigid. If an interesting object ap-
pears, it will be tracked and analyzed. We use a mean 
shift tracking algorithm to solve an object’s partial 
occlusion or conglutination problem. 

In Section 2, we introduce the background sub-
traction algorithm used for segmentation of moving 
objects. In Section 3, different subspace feature ex-
tracting algorithms are analyzed and compared.  
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Section 4 describes the establishment process of our 
moving objects training and testing database. The 
effectiveness of different dimensionality reduction 
methods and their recognition performances are 
compared. Section 5 concludes the paper. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                              
 
BACKGROUND SUBTRACTION 

 
To establish a robust visual surveillance system, 

the background subtraction algorithm should be 
adaptable and flexible enough to deal with variations 
in lighting, moving scene clutter, multiple moving 
objects and other arbitrary changes to the observed 
scene. The AGMM (Stauffer and Grimson, 1999) can 
be used to determine which Gaussian distribution is 
most likely to result from the background process. An 
on-line approximation is used to update the model. It 
has proved to be a stable and efficient background 
subtraction method (El Baf et al., 2007) and is used in 
our system to extract moving objects and establish the 
sample database.  

At time t, the historical value of a particular pixel 
(xi, yi) is defined as 

 
{X1, X2, …, Xt}={I(xi, yi, i), 1≤i≤t}.          (1) 

 
Then {X1, X2, …, Xt} is modeled by a mixture of K 
Gaussian distributions. The probability of observing 
the current pixel value is 
 

, , ,
1

( ) ( , , ),
K

t i t t i t i t
i

P ω η μ
=
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where K is the number of distributions, determined by 
the available memory and computational power and 
usually set from 3 to 5, ωi,t is an estimate of the weight 
of the ith Gaussian in the mixture at time t, μi,t is the 
mean value of the ith Gaussian in the mixture,  Σi,t is 
the covariance matrix of the ith Gaussian in the mix-
ture, and η is a Gaussian probability density function: 
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Thus, the distribution of recently observed val-

ues of each pixel in the video is modeled by a mixture 
of Gaussians. When a new pixel value comes, it is 
checked against the existing K Gaussian distributions, 
until a match is found. A match is defined as a pixel 
value within 2.5 standard deviations of one distribu-
tion. If the current pixel value matches none of the K 
distributions, the least probable distribution is re-
placed with a distribution whose mean value is set 
with the current pixel value, meanwhile an initially 
high variance and low prior weight are defined. 

The prior weights ωk,t of the K distributions at 
time t are adjusted as follows: 

 
ωk,t=(1−α)ωk,t−1+αMk,t,                     (4) 

 
where α is the learning rate and Mk,t is 1 for the model 
that matched and 0 for the remaining models. The μ 
and σ parameters for unmatched distributions remain 
the same. The parameters of the distribution that 
matches the new observation are updated as follows: 
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where ρ is defined as 

( | , ).t k kρ αη σ= X μ                       (6) 
 
After the parameter updating process has ended, 

the Gaussians are ordered by the value of ω/σ. This 
value increases both as a distribution gains more 
evidence and as the variance decreases. This ordering 
of the model is effectively an ordered, open-ended list, 
where the most likely background distributions re-
main on top and the less probable transient back-
ground distributions gravitate towards the bottom and 
are eventually replaced by new distributions. 

Scene

Background
subtraction

Moving object

Dimensionality 
reduction

Training database

Discriminant analysis

Subspace feature vector

Object type

Tracking or behavior analyzing

Fig.1  System flowchart of moving objects recognition 
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SUBSPACE FEATURE EXTRACTION METHODS 
 
PCA (Martinez and Kak, 2001) is a method 

commonly used to represent an object. It selects pro-
jection directions of the datasets from maximal to 
minimal variances. When the projection matrix w* is 
computed, if x is a new feature vector, then it is pro-
jected to y=w*T(x−m), where m is the average of 
samples. The vector y is used in place of x for repre-
sentation.  

To handle the complexity and variety of kinds of 
moving objects and background clutter, we tried to 
find a dimensionality reduction algorithm which can 
preserve the intrinsic features of different moving 
objects and classify them better. It seemed that linear 
discriminant analysis (LDA) and MFA may be more 
suitable. We will discuss these methods in this section 
and compare their performance in the experimental 
section. 

 
Linear discriminant analysis 

The aim of LDA (Martinez and Kak, 2001) is to 
find the directions that are most effective for dis-
crimination by minimizing the ratio between the in-
traclass and interclass scatters. Given a number of 
training samples c N

i ∈x  in c known classes, where 
c is the class number and i is the sample ID in the cth 
class, the interclass scatters matrix Sb and the intra-
class scatters matrix Sw are defined as 
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The projection is defined to minimize the ratio 

between the trace of Sw and the trace of Sb: 
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The projection matrix w* can be computed from 

the leading eigenvectors of 1
w b .−S S  LDA has the 

characteristic that the number of available projection 
directions is lower than the class number. So if we 
want to recognize only one object from the scene, we 

can obtain only one dimension projection. We 
showed in our experiment that the more that dimen-
sions are reduced, the lower the recognition rate. It 
then becomes necessary to choose an appropriate 
dimension according to the recognition rate curves. 
Therefore, we introduced the MFA algorithm to ob-
tain projection directions of moving objects. Many 
more projection directions are available from using 
MFA than from using LDA. They are determined by 
the selected number of shortest pairs of in-class and 
out-of-class sample pairs. 
 
Marginal Fisher analysis 

MFA was designed to characterize the intraclass 
compactness and the interclass separability by fol-
lowing the graph embedding formulation (Yan et al., 
2007). Here we briefly introduce its principle. As 
illustrated in Fig.2, the intraclass compactness graph 
G={X, W} is constructed to show the intraclass point 
adjacency relationship. Each sample xi∈X is con-
nected to its k1-nearest neighbors of the same class. If 
xi is among the k1-nearest neighbors of xj in the same 
class, set the adjacency matrix Wij=Wji=1. This proc-
ess is expressed as 

 

1 1 1 1

22 T T

( ) ( ) ( ) ( )
T T2 ( ) , (9)

k k k k

m
c i j i j

i N j j N i i N j j N i

S
+ + + +∈ ∈ ∈ ∈

= − = −

= −

∑ ∑ ∑ ∑y y w x w x

w X D W X w

{ 1 11, if ( ) or ( ),
0, else,

k k
ij

i N j j N iW
+ +∈ ∈=  

,ij ij
i j

D W
≠

= ∑  

 

where yi is the dimension-reduced vector, and )(
1

iNk
+  

indicates the index set of the k1-nearest neighbors of 
the samples xi in the same class. 

 
                  
 
 
 
 
 
 
 
 
 
 

Intraclass
compactness

Class-1

Class-2

Interclass
separability

Intrinsic graph Penalty graph

Fig.2  Adjacency relationships of the intrinsic and 
penalty graphs 

xj 

xi 
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A penalty graph Gp={X, Wp}, is defined to show 
that the interclass marginal point adjacency relation-
ship and the marginal point pairs of different classes 
are connected. For each class c, if the pair (i, j) is 
among the k2-shortest pairs among the set {(i, j), i∉ci}, 
set the similarity matrix p 1:ijW =  

 

2 2

2T T

( , ) ( ) ( , ) ( )
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k i k j

m
p i j

i j P c i j P c
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∈ ∈
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ij

i j P c i j P cW ∈ ∈=     

   
where Pk2(ci) is a set of data pairs that are the 
k2-nearest pairs among the set {(i, j), i∈ci, j∉ci}. Then 
the Marginal Fisher Criterion is 
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         (11) 

 
Compared with other discriminant methods, 

MFA is designed to characterize interclass margin 
and intraclass compactness. There are no assumptions 
about the data distribution for each class. The intra-
class compactness is characterized by the sum of the 
distances between each data point and its k1-nearest 
neighbors of the same class. The available projection 
directions are determined by k2 which is the selected 
number of the shortest pairs of in-class and 
out-of-class sample pairs. So it is not limited by the 
class number, and the interclass margin defined in 
MFA can better characterize the separability of dif-
ferent classes than the interclass variance in LDA. 

 
 

EXPERIMENTS AND DISCUSSION 
 

Moving objects database establishment 
As a general moving objects recognition method, 

any kind of moving object can be extracted and built 
into the moving objects database. Automobiles and 
pedestrians are the most typical and important objects 
within the application. Here we divided the seg-
mented objects into three categories: automobiles, 
pedestrians, and others. The database should com-
prise enough samples of automobiles, pedestrians and 
other moving objects to enable it to describe the kinds 

of objects within the subspace feature. In most re-
search work where the data sample is small, the 
subspace distribution is not representative and the 
results are not convincing. Our automobile database 
comprises all sorts of motor vehicles including cars, 
buses, trucks, etc. The pedestrian database includes 
walking people viewed from a range of visual angles. 
The remaining objects belong to another database and 
include bicycles, animals, partially occluded objects, 
clutter, etc. 

We have built our sample database from video 
recordings collected from a roadside environment. 
Once the background distribution is established, the 
foreground pixels that do not match the distribution 
are extracted. Connected components are segmented 
and unified to 50×50 (pixels) square. The unifying 
process does not distort the connected components, 
but patches them into a square. The moving objects 
are put into the middle of the square and it is then 
resized to 50×50. Thus a moving object silhouette 
image is extracted and unified, as illustrated in Fig.3.  
 
 
 
 
 
 
 
 
 

 
We separated the sample database into a training 

set and a testing set. Subspace features were obtained 
with the training set using dimensionality reduction 
algorithms. The testing set was used to verify the 
recognition rate of our method. The numbers of 
samples in the training and testing sets are listed in 
Table 1. 

 
 
 
 
 
 
 

 
Comparison of different subspace features 

For convenience of illustration, we have reduced 

Fig.3  Samples of automobiles, pedestrians and the other 
objects 

Table 1  Number of moving objects in the database 
Moving 
objects 

Number of 
 training sets 

Number of  
testing sets 

Pedestrians 4276 872 
Automobiles 4568 857 
Others 9031 1314 
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the moving object database to 2D. Fig.4 shows that 
pedestrians and automobiles are more concentrated 
compared with the other objects. If we want to dis-
tinguish only one object from another object, it is very 
easily achieved using PCA. Fig.5 shows the 2D dis-
tributions of pedestrians and automobiles, which are 
separated completely. We want to be able to distin-
guish a certain object from the background clutter. 
Therefore, we call our method ‘moving objects rec-
ognition’, but not ‘moving objects classification’. 

 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Fig.6a shows the dimensionality reduction re-

sults of the training set using LDA, and Fig.6b shows 
the result using MFA with certain k1 and k2. We find 
that different classes are more clearly separated by 
LDA and MFA than by PCA. In the next subsection, 
we compare their classification ability with their 
recognition rate curves. 

 
Comparison of recognition performances of dif-
ferent subspace features 

The recognition performances based on our test 
sets were computed to verify the effectiveness of our 
moving objects recognition algorithm, and the  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
recognition performances of different dimensionality 
reduction algorithms were compared. KNN was used 
as the classifier to compute the recognition rate, and 
here K was set to 10. Figs.7a~7c are the recognition 
rate curves of PCA and MFA on pedestrians, auto-
mobiles and other objects, respectively. The x-axis 
represents the datasets’ dimensions retained by the 
dimensionality reduction algorithm. The y-axis 
represents the different recognition rates at each di-
mension. 

Because the maximum available projection di-
rections of LDA is 2D in our experiment, we com-
pared the recognition rates of PCA, LDA and MFA in 
2D (Fig.8). 

We conclude from the recognition rate results 
that our method is feasible and effective for the 
moving objects recognition problem. By character-
izing the intraclass compactness graph and the inter-
class penalty graph of the training set, MFA can ob-
tain better performance in this classification problem 
compared with the classical linear dimensionality 
reduction methods of PCA and LDA. This is a sig-
nificant improvement in a real application. 

 

Fig.6  Dimensionality reduction results by LDA (a) and
MFA (b) 
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by PCA 
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DISCUSSION 

 
Our system framework of moving objects rec-

ognition has no rigorous demands for background 
subtraction algorithms, while some algorithms need a 
continuous silhouette image of the moving objects 
(Lipton et al., 1998; Wang and Tan, 2003). Therefore, 

our system is more applicable. However, the algo-
rithm used for the training database establishment 
should be the same as the algorithm used in the rec-
ognition system. We find that the recognition rates 
reduce too much if a different background subtraction 
algorithm is used.  

From the recognition rate curves, we can choose 
a suitable dimension value which represents subspace 
features of different classes and is sufficient to get a 
good recognition result. In this experiment, we can 
find three dimensions that are the most suitable values. 

k1 and k2 represent the nearest neighbors of xj in 
the intraclass compactness graph and the interclass 
penalty graph which are the two key parameters in the 
MFA method. It is noticeable that a good recognition 
result is based on suitable choices of k1 and k2. Fig.9 
shows the dimensionality reduction result from using 
MFA within another group of k1 and k2. It shows that 
the different classes cannot be classified. 
 
 
 
 
 
 
 
 
 
 
 
 

 
We have experimented with different automo-

bile types for recognition when an object has been 
classified as an automobile. The automobile set is 
classified into cars, jeeps, trunks, buses and sports 
cars. The training and recognition processes are just 
the same. The recognition results were also reassuring 
and gave us great confidence in our general moving 
object recognition method. 

In real applications, when one object overlaps 
another, or one is partially occluded by other objects, 
its silhouette image will be connected with the others 
or damaged. In our system, it may then be classified 
in the ‘others’ class. Thus, it will be lost in the 
tracking process. This is a common problem in de-
tection and recognition algorithms. In our system, a 
mean shift tracking algorithm is used to solve this 

Fig.8  Comparison of recognition rates of PCA, LDA
and MFA 
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problem (Comaniciu et al., 2000). If we have detected 
an automobile in the current frame and want to track it 
continuously, the automobile’s color distribution is 
modeled as the target model. Then mean shift itera-
tion is used to find the most probable target position 
in the next frame. This is a robust tracking algorithm 
in real applications. Figs.10 and 11 show a process of 
recognition result via background subtraction only. 
The automobile connects with the human in Fig.11. 
Fig.12 shows the result when the mean shift tracking 
algorithm is used.  
 
 
 
 
 
 
 
 
 
                                                                           
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
CONCLUSION 

 
In this study, we have presented a general 

method for a moving objects recognition system. 

Based on large numbers of real samples, we can ob-
tain precise object recognition results with a subspace 
feature method. This method was more general and 
robust compared with classical object feature extrac-
tion methods which aim at particular objects. It also is 
not limited by whether the object is rigid or non-rigid. 
Using this framework, recognition performance can 
be significantly improved by using the MFA algo-
rithm, as illustrated in our experiment. Based on this 
recognition system, video surveillance such as ab-
normal behavior detection or access control to special 
areas, can be further developed.  
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