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Abstract:     The differential evolution (DE) algorithm has been received increasing attention in terms of optimizing the design 
for the water distribution systems (WDSs). This paper aims to carry out a comprehensive performance comparison between the 
new emerged DE algorithm and the most popular algorithm—the genetic algorithm (GA). A total of six benchmark WDS case 
studies were used with the number of decision variables ranging from 8 to 454. A preliminary sensitivity analysis was performed 
to select the most effective parameter values for both algorithms to enable the fair comparison. It is observed from the results that 
the DE algorithm consistently outperforms the GA in terms of both efficiency and the solution quality for each case study. 
Additionally, the DE algorithm was also compared with the previously published optimization algorithms based on the results for 
those six case studies, indicating that the DE exhibits comparable performance with other algorithms. It can be concluded that the 
DE is a newly promising optimization algorithm in the design of WDSs. 
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1  Introduction 
 

Providing customers with drinking water at 
adequate pressure and proper quality at a minimal 
cost is the goal of all water providers. Considering the 
high costs associated with the construction of water 
distribution systems (WDSs), related research in this 
field has been dedicated to the development of 
techniques for minimizing the capital costs associated 
with such infrastructure. This process has been called 
“optimal design” or “optimization” of WDSs. WDSs 
optimization problems can be divided in two different 
types: the design of new WDSs and the expansion of 
existing WDSs.  

Considering the nonlinear relationship between 
pipe discharge, head loss, and the availability of dis-

crete pipe sizes, optimal WDSs design poses chal-
lenges for optimization algorithms. Linear program-
ming (LP) and non-linear programming (NLP) 
(Schaake and Lai, 1969; Bhave and Sonak, 1992; 
Varma et al., 1997) techniques were first applied. 
Since 1990, a number of evolutionary algorithms 
(EAs) have been applied to the optimization of 
WDSs. The search strategy of EAs differs from that of 
the traditional optimization techniques (such as LP or 
NLP) in that it explores broadly the search space 
based on stochastic evolution rather than on gradient 
information. EA techniques include genetic algorithm 
(GA), ant colony optimization (ACO), shuffled frog 
leaping algorithm (SFLA), and particle swarm opti-
mization (PSO). GA is an adaptive stochastic algo-
rithm based on natural selection and genetics (Gold-
berg, 1989), and it has been successfully applied to 
optimal WDSs design (Simpson et al., 1994; Savic 
and Walters, 1997; Gupta et al., 1999; Prasad and 
Park, 2004; Kadu et al., 2008). Besides the GA, other 
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EAs also have been employed to optimize the design 
of WDSs. For example, adaptability of ACO for op-
timal WDSs design was demonstrated by Maier et al. 
(2003). Tabu search was used by da Conceição Cunha 
and Rebeiro (2004). Geem (2006; 2009) developed 
harmony search (HS) and particle-swarm harmony 
search (PSHS) models. Eusuff and Lansey (2003) 
proposed an SFLA model. Suribabu and Neelakantan 
(2006) introduced particle swarm optimization 
(PSO). Tolson et al. (2009) developed a hybrid  
discrete-dynamically dimensioned search (HD-DDS) 
algorithm for WDSs optimization. Mohan et al. 
(2010) developed honey-bee mating optimization. 
Zheng et al. (2011; 2012) developed a combined 
NLP-differential evolution algorithm (NLP-DE) and 
self-adaptive differential evolution algorithm 
(SADE) for WDSs optimization. Among the EAs, 
GAs are probably the most popular evolutionary 
optimization technique. However, they are computa-
tionally expensive, especially when dealing with 
large-scale WDSs. 

To overcome the GA limitation, a new stochastic 
search method, the differential evolution (DE) algo-
rithm, is proposed in this paper. This algorithm, as a 
stochastic search method, was proposed by Storn and 
Price (1995). The objective of the present paper is to 
apply the DE to deal with two different types of 
WDSs optimization problems. Then, comparisons of 
performance are made between DE and EAs for the 
optimal design of WDSs. Six famous benchmark 
WDS case studies, including the expansion of two 
existing WDSs and four new designs, are investigated 
to demonstrate the effectiveness of the proposed op-
timization method. 
 
 
2  Methods 

2.1  Optimization model for WDSs design 

The optimal design of a WDS is often viewed as 
a least cost optimization problem. The decision vari-
ables are the diameters of each pipe in the WDS. The 
optimal solution is obtained by minimizing the total 
cost. For a given layout, the source head, elevation 
and demand values of nodes, pipe lengths and pipe 
roughness are known in advance. The objective is to 
find a combination of different sizes of pipe that can 
satisfy the nodal head constraints at the lowest cost. 

The objective function used to minimize the cost for a 
WDS is given by 
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where Di is the diameter of pipe i, Li is the pipe length, 
C(Di) is the unit cost of pipe diameter Di, and n is the 
total number of pipes in the network. 

Typically, the WDSs optimization constraints 
include flow continuity at each node, energy conser-
vation in each primary loop, and the minimum al-
lowable head requirement at each node. The con-
straints can be mathematically expressed as  
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where qj

in is the flow entering node j, qj
out is the flow 

leaving node j towards the downstream nodes, qj is 
the demand at node j, Hj is the hydraulic head avail-
able at node j, Hj

min is the minimum hydraulic head 
required at node j, nd is the number of demand nodes, 
HLi is the head loss in pipe i, npL

 
is the number of 

pipes in a loop,
 
nL is the number of loops in the WDS, 

and in this context, Dmin and Dmax are the minimum 
and maximum allowable pipe sizes, respectively. The 
loop refers to the closed circuit formed by

 
the pipes. 

Eq. (2) is referred to as the nodal mass balance equa-
tion. Eq. (3) is the minimum hydraulic head re-
quirement constraint. Eq. (4) is

 
referred to as the loop 

energy balance equation, and Eq. (5) is the constraint 
for the pipe diameters. 

2.2  Differential evolution algorithm 

The DE algorithm is a population-based sto-
chastic method for global optimization. DE maintains 
a pair of vector populations where both contain N and 
D-dimensional vectors of real-valued parameters. N 
competitions are held in each generation to determine 
the composition of the next generation. The popula-
tion is always expressed as  
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where N is the number of population vectors, g is the 
generation counter, and D is the dimensionality, i.e., 
the number of parameters.  

The DE algorithm includes mutation, crossover, 
and selection operators. The DE process will be de-
scribed in the next section. 

2.2.1  Initialization 

Both the upper and lower bounds of each pa-
rameter must be specified in advance. These 2D val-
ues will be collected by two D-dimensional initiali-
zation vectors bmin and bmax in which the subscripts 
min and max indicate the lower and upper bounds, 
respectively. Once the initialization bounds have been 
specified, a random number generator assigns each 
parameter of every vector a value from within the 
prescribed range. Normally, the initial value (g=0) of 
the jth parameter of the ith vector is 
 

 , ,0 ,U ,L ,Lrand (0,1) ,j i j j j jb b b   x
       

(7) 

 

where randj(0,1) is a uniformly distributed random 
number from within the range [0,1), bL and bU indi-
cate the lower and upper bounds of the parameter 
vectors xi,j, respectively, and j is a new random value 
generated for each parameter. 

2.2.2  Mutation 

The mutation strategy in DE is different from 
that in GAs. A scaled, randomly sampled vector dif-
ference is added to a third vector to produce a popu-
lation of N mutant vectors. The following formula is 
used frequently: 
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where Vi,g is the mutant vector with respect to the 
target vector xi,g at generation g. The random indexes 
r0, r1, and r2 should be mutually exclusive. The mu-
tation weighting factor F is a positive real number that 
controls the rate at which the population evolves.  

2.2.3  Crossover 

Uniform crossover is employed after the muta-

tion. The operator builds a trial vector Ui,g from the 
parameter values copied from the two different vec-
tors. In particular, DE crosses each vector with a 
mutant vector: 
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where uj,i,g, vj,i,g, and xj,i,g are the jth parameters for the 
ith trial, mutant, and target vectors, respectively. The 
crossover probability (CR), CR[0, 1] is a 
user-defined value that controls the fraction of pa-
rameter values copied from the mutant. If the random 
number is less than or equal to CR, the trial parameter 
is inherited from the mutant vi,g; otherwise, the pa-
rameter is copied from vector xi,g.  

2.2.4  Selection 

After the crossover, DE uses simple one-to-one 
survivor selection where trial vector ui,g competes 
against target vector xi,g. The vector with the lowest 
objective function value survives into the next gen-
eration g+1 by  
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where xi,g+1 is the ith individual at generation g+1. 

Once the new population is installed, the process 
of mutation, crossover, and selection is repeated until 
the optimal individual is located or a pre-specified 
termination criterion is satisfied, e.g., all the indi-
viduals are the same. Fig. 1 shows the flowchart of the 
proposed DE algorithm. 

The continuous variables of available discrete 
pipe sizes are introduced. The continuous pipe sizes 
are adjusted to the nearest commercially available 
pipe diameter after application of the mutation op-
erator, obtained from Eq. (8). First, each mutant 
vector element is checked. If its value is smaller or 
larger than the minimum or maximum allowable pipe 
size, then the minimum or maximum allowable pipe 
size is respectively assigned. If its value is between 
two sequentially discrete pipe diameters, the closest 
discrete pipe diameter is assigned. In DE, constraint 
tournament selection (Deb, 2000) is used to handle 
head constraints. 
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The N, F, and CR parameters are the most im-
portant DE parameters. Tuning the three main control 
variables N, F, and CR and finding the boundaries of 
their values has been a topic of intensive research. 
Storn and Price (1995) recommended the DE pa-
rameter ranges D≤N≤10D, 0.3≤F≤0.9, and 0.5≤CR 
≤1.0 because a DE with these parameter ranges shows 
generally favorable performance in terms of conver-
gence properties.  
 

 
3  Case studies 
 

In this section, the DE, GA and other EAs per-
formances in the optimization design of WDSs are 
compared. Six well-known benchmark WDSs were 
used to verify the effectiveness of the proposed op-
timization approach, including the two-loop network, 
the Goyang water distribution network, the BakRyun 
water distribution network, the New York tunnels 
problem (NYTP), the Hanoi problem (HP) and the 
Balerma network (BN). The Hazen-Williams formula 
was used to calculate the head loss. The DE and GA 
used here have been coded in C++. The application 
combined the EPANET 2.0 solver (Rossman, 2000). 

For each case study in the present paper, a pre-
liminary sensitivity analysis was performed to de-
termine the effective N, F, and CR values based on the 
range given by Storn and Price (1995) for each pa-
rameter. The same process was also implemented in 
the GA application. 

3.1  Case study 1: Two-loop network (two-loops, 
eight pipes) 

The two-loop network (Fig. 2) was presented by 
Alperovits and Shamir (1977). The network consists 
of seven nodes and eight pipes, fed by a single res-
ervoir with a head of 210 m. The minimum head re-
quirement of the other nodes is 30 m above ground 
level. The Hazen-Williams coefficient for each new 
pipe is 130. The set of commercially available di-
ameters is S=[1, 2, 3, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 
24] in inches (1 inch=2.54 cm). Thus, the total search 
space is 148 (1.48×109). 
 
 
 
 
 
 
 
 
 
 
 
 

3.2  Case study 2: Goyang water distribution net-
work (Goyang, 30 pipes) 

The Goyang water distribution network (Fig. 3) 
was first presented by Kim et al. (1994). The network 
consists of 22 nodes and 30 pipes, and is fed by a 
pump (4.52 kW) from a reservoir with a head of 71 m. 
The minimum head requirement of the other nodes is 
15 m above ground level. The Hazen-Williams coef-
ficient for each new pipe is 100. The set of commer-
cially available diameters is S=[80, 100, 125, 150, 
200, 250, 300, 350] in mm. Thus, the total search 
space is 830 (1.24×1027). 

3.3 Case study 3: BakRyun water distribution 
network (BakRyun, nine pipes) 

The BakRyun water distribution network (Fig. 4) 
was presented by Lee and Lee (2001). The network 
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Generationmax

Generate initial population

Set target vector

Evaluate cost of target vector

Set generation=1
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Fig. 1  Flowchart of the proposed DE algorithm

Fig. 2  Layout of the two-loop network 
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consists of 35 nodes and 58 pipes, and is fed by a 
single reservoir with a head of 58 m. The minimum 
head requirement of the other nodes is 15 m above 
ground level. The Hazen-Williams coefficient for 
each new pipe is 100. The objective of the problem is 
to determine the diameters of new pipes (pipes 1–3) 
and parallel pipes (pipes 4–9) in addition to the ex-
isting network. The set of commercially available 
diameters is S=[300, 350, 400, 450, 500, 600, 700, 
800, 900, 1000, 1100] in mm. Thus, the total search 
space is 119 (2.36×109). 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

3.4 Case study 4: New York tunnels problem 
(NYTP, 21 pipes) 

The New York City water tunnels problem was 
presented by Schaake and Lai (1969). Fig. 5 shows 
the layout of the system. The network has 20 nodes 
and 21 pipes fed by a single reservoir with a head of 
300 ft (1 ft=30.48 cm). The objective is to determine 
if a new pipe is to be laid parallel to an existing pipe 
and the diameter of a parallel pipe. A selection of 15 
pipe diameters is available for the NYTP. A zero pipe 
size provides an additional option giving a total of  
16 for each link. Therefore, the set of commercially 
available diameters is S=[0, 36, 48, 60, 72, 84,  
96, 108, 120, 132, 144, 156, 168, 180, 192, 204]  

in inches. Thus, the total search space is 1621 
(1.934×1025). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.5  Case study 5: Hanoi problem (HP, 34 pipes) 

The water distribution network in Hanoi, Viet-
nam was presented by Fujiwara and Khang (1990). 
The network consists of 32 nodes and 34 pipes, fed by 
a single reservoir with a head of 100 m (Fig. 6). The 
minimum head requirement of the other nodes is 30 m 
above ground level. The set of commercially avail-
able diameters is S=[12, 16, 20, 24, 30, 40] in inches. 
The Hazen-Williams coefficient for each new pipe is 
130. If only discrete pipe diameters are considered, 
the total search space presents 634 (2.87×1026) possi-
ble network designs. The Hanoi network is famous 
for having a largely infeasible search space with a 
small region of feasible solutions near the maximum 
pipe sizes, making the finding of an optimal solution 
to the problem difficult. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3  Layout of the Goyang water distribution network

Fig. 4  Layout of the BakRyun water distribution network

Fig. 5  Layout of the New York tunnels

Fig. 6  Layout of the Hanoi network 
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3.6 Case study 6: Balerma network (BN, 454 
pipes) 

The Balerma network is an irrigation water dis-
tribution network located in the province of Almeria 
(Spain). It was first investigated by Reca and Martínez 
(2006). It is a multi-source network containing 443 
demand nodes (hydrants), fed by four source nodes. It 
has 454 pipes and eight loops (Fig. 7). The pipeline 
database is composed of 10 commercial poly(vinyl 
chloride) (PVC) pipes with nominal diameters ranging 
from 125 mm to 630 mm. Thus, the search space is 
10454. The absolute roughness coefficient k is equal to 
0.0025 mm. The minimum pressure limitation at each 
node is 20 m above ground level. The pipe costs are 
provided by Reca and Martínez (2006). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4  Results and discussion 
 

In the present research, DE and GA were applied 
to the optimal design for all the cases. The DE strat-
egy DE/rand/1/bin (Storn and Price, 1997) was used 
to generate trial vectors. The identical parameters, 
which include population size (N), maximum allow-
able number of evaluations (MAE), F, and CR, were 
applied in the DE applications. An integer coding 
method was used in the GA applications. The tour-
nament selection and uniform crossover operators 
were used in the GA. The identical parameters, which 
included N, MAE, probability of crossover (Pc), and 
probability of mutation (Pm), were implemented in all 
GA applications. 

All the algorithms result statistics were recorded. 
The statistical indicators include the best solution 
found, percentage of trials in which the current best 
solution was found, average cost solution, percentage 
of trials with the best solution found, and the average 
number of evaluations conducted to obtain the best 
solution based on different runs.  

4.1  Two-loop network problem 

For DE, a sensitivity analysis of parameters was 
executed first. The parameter values of N=20, MAE 
=10 000 were set initially. F was varied from 0.6–0.9 
in 0.1 increments. The CR was varied from 0.5–0.6 in 
increments of 0.1. Eight different combinations of 
constants were considered from the above range. 
Then a total of 30 different DE runs using different 
initial random number seeds were performed for all 
the combinations. 

Table 1 shows the results of different trial runs. It 
was clear the trial run with the parameter values of 
F=0.7 and CR=0.5 found the best results. Then a total 
of 100 different DE runs using different initial random 
number seeds were performed.  

For the GA, the parameters used were N=20, 
MAE=10 000, Pc=0.6, and Pm=0.05. A total of 100 
different GA runs using different initial random 
number seeds were also performed. 

The best known solution for the two-loop case 
study was 419 000 USD, first found using the GA 
technique (Savic and Walters, 1997). This best known 
solution was also established by the DE and GA op-
timization techniques proposed in the present study. 
For this case study, Table 2 shows that the DE ob-
tained the current best solution with a frequency of 
40%. It was better than other algorithms. The per-
centage of best solutions found by DE becomes 100% 
if the value of N is no less than 100. The DE average 
cost values were also smaller than those of GA. The 
proposed DE was able to determine the best known 
solution after 5987 evaluations, which is fewer than 
for all the other algorithms’ evaluations except for HS 
and PSHS. 

4.2  Goyang water distribution network 

For DE, a sensitivity analysis of parameters was 
carried out. The parameter values of N=50, MAE= 
25 000 were set. The F was varied from 0.6–0.8 and 
similarly the CR was varied from 0.5–0.9. Seven 

Fig. 7  Layout of the Balerma network
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different combinations of constants were considered 
from the above range. Then a total of seven different 
DE runs using different initial random number seeds 
were performed for all the combinations. 

Table 3 shows the results of different trial runs. It 
was obvious that the trial run with the parameter 
values of F=0.6, and CR=0.5 found the best results. 
Then a total of 27 different DE runs using different 
initial random number seeds were performed. 

For the GA, the parameters used were N=50, 
MAE=25 000, Pc=0.8, and Pm=0.02. Then 27 differ-
ent trial runs were also performed with different ini-
tial random number seeds. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The current best known solution was found by 
the proposed DE optimization techniques in the pre-
sent study. A comparison of the performances of the 
EAs was applied to the case study. Table 4 shows that 
the DE obtained the current best solution with a  
frequency of 52%. This was better than other  
algorithms. 

The values of percentage of best solution found 
and the average cost values of DE were also better 
than those of the other optimization techniques. The 
proposed DE was able to determine the best known 
solution after 8750 evaluations, which is fewer than 
those of the other algorithms.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1  Sensitivity analysis for the two-loop network case study 

Trial run number 
Crossover  

probability (CR) 
Weighting factor 

(F) 
Percentage of trials 

with best solution found (%) 
Average cost 

solution (USD) 
1 0.5 0.6 47 424 833 
2 0.5 0.7 53 423 300 
3 0.5 0.8 37 423 067 
4 0.5 0.9 50 422 133 
5 0.6 0.6 40 425 467 
6 0.6 0.7 50 422 633 
7 0.6 0.8 43 423 967 
8 0.6 0.9 40 422 800 

Table 2  Solutions for the two-loop network case study

Reference Algorithm 
Best solution
 found (USD)

Percentage of trials with 
best solution found (%)

Average cost
solution (USD)

Average number of evalua-
tions to find best solutions

Present work DE 419 000 40 423 860 5987 
Present work GA 419 000 3 471 444 5739 
Savic and Walters (1997) GA 419 000 N/A N/A 65 000 
Geem (2009) HS 419 000 13 N/A 2891 
Geem (2009) PSHS 419 000 13 N/A 233 

Table 3  Sensitivity analysis for the Goyang case study

Trial run number 
Crossover  

probability (CR) 
Weighting factor 

(F) 
Percentage of trials 

with best solution found (%)
Average cost 

solution (USD) 
1 0.5 0.6 60 177 010 
2 0.7 0.6 30 177 011 
3 0.7 0.8 60 177 016 
4 0.8 0.7 40 177 016 
5 0.8 0.8 30 177 021 
6 0.9 0.6 30 177 034 
7 0.9 0.7 30 177 012 

Table 4  Solutions for the Goyang case study

Reference Algorithm 
Best solution 
found (USD) 

Percentage of trials with 
best solution found (%)

Average cost
solution (USD)

Average number of evalua-
tions to find best solutions

Present work DE 177 010 52 177 013 8750 
Present work GA 177 061 4 177 706 12 683 
Kim (1994) NLP 177 143 N/A N/A N/A 
Geem (2006) HS 177 136 4 N/A 10 000 
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4.3  BakRyun water distribution network 

For DE, a sensitivity analysis of parameters was 
accomplished. The parameter values of N=50, MAE 
=5000 were set initially. The F was varied from 
0.5–0.7 in 0.1 increments and the CR was varied from 
0.5–0.7 in 0.1 increments. Nine different combina-
tions of constants were considered from the above 
range. Then a total of 20 different DE runs using 
different initial random number seeds were performed 
for all the combinations. Table 5 shows the results of 
different trial runs. It was clear that the trial run with 
the parameter values of F=0.7, and CR=0.6 found the 
best results in fewer evaluations. Then a total of 100 
different DE runs using different initial random 
number seeds were performed. 

For the GA, the parameters used were N=100, 
MAE=50 000, Pc=0.8, and Pm=0.01. A total of 100 
different GA runs using different initial random 
number seeds were also performed. 

The best known solution for the case study was 
903 620 USD, first found by the GA technique (Lee 
and Lee, 2001). This best known solution was also 
established by the DE and GA optimization tech-
niques proposed in the present study. A comparison of 
the performances of the EAs was applied to the case 
studies. For the BakRyun case study, Table 6 shows 
that all the indicators of DE were better than those of 
other algorithms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.4  New York tunnels problem 

For DE, a sensitivity analysis of parameters was 
carried out. The parameter values of N=50, MAE 
=50 000 were set initially. F was varied from 0.7–0.9 in 
0.1 increments and similarly the CR was varied from 
0.5–0.7 in increments of 0.1. Nine different combina-
tions of constants were considered from the above 
range. Then a total of 100 different DE runs using 
different initial random number seeds were performed 
for all the combinations. Table 7 shows the results of 
different trial runs. It was obvious that the trial run with 
the parameter values of F=0.9, and CR=0.5 found the 
best results. Then a total of 100 different DE runs using 
different initial random number seeds were performed. 

For the GA, the parameters used were N=100, 
MAE=100 000, Pc=0.8, and Pm=0.03. A total of 100 
different GA runs using different initial random 
number seeds were also performed. 

The best known solution for the NYTP case study 
was 38.64×106 USD, first found using the ACO tech-
nique (Maier et al., 2003). This best known solution 
was also established by the DE and GA optimization 
techniques proposed in the present study. A compari-
son of the performances of the EAs was applied to the 
NYTP. Although the result (Savic and Walters, 1997) is 
lower than 38.64×106 USD, the solution was infeasi-
ble, as determined by EPANET 2.0 (Maier et al., 
2003). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 5  Sensitivity analysis for the BakRyun case study

Trial run 
number 

Crossover  
probability (CR) 

Weighting 
factor (F) 

Percentage of trials 
with best solution found (%) 

Average number of evalua-
tions to find best solutions 

1 0.5 0.5 100 2735 

2 0.5 0.6 100 2870 

3 0.5 0.7 100 2888 

4 0.6 0.5 95 2815 

5 0.6 0.6 100 2733 

6 0.6 0.7 100 2610 

7 0.7 0.5 100 2705 

8 0.7 0.6 100 3000 

9 0.7 0.7 95 2745 

Table 6 Solutions for the BakRyun case study

Reference Algorithm 
Best solution 
found (USD) 

Percentage of trials with 
best solution found (%)

Average cost
solution (USD)

Average number of evalua-
tions to find best solutions

Present work DE 903 620 100 903 620 2555 

Present work GA 903 620 7 921 733 5796 

Lee and Lee (2001) GA 903 620 41 917 493 N/A 

Geem (2006) HS 903 620 89 904 366 5000 
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For the NYTP case study, Table 8 shows that the 
DE obtained the current best solution with a fre-
quency of 99%. It was better than the other algorithms 
except GHEST. The percentage of best solution found 
by GHEST rises to 100% if limited to the optimal set 
of parameters. The DE average cost values were 
lower than those of the other optimization techniques. 
The proposed DE was able to determine the best 
known solution after 18 271 evaluations, which was 
fewer only than those of GA and HD-DDS. 

4.5  Hanoi network 

For DE, a sensitivity analysis of parameters was 
executed. The parameter values of N=100, MAE= 
100 000 were set initially. The F was varied from 0.6 
to 0.7 in 0.1 increments. The CR was varied from 0.5 
to 0.8 in increments of 0.1 similarly. Eight different 
combinations of constants were considered from the 
above range. Then a total of 100 different DE runs 
using different initial random number seeds were 
performed for all the combinations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 9 shows the results of different trial runs. It 
was obvious that the trial run with the parameter values 
of F=0.6, and CR=0.7 got the best results. Then a total 
of 100 different DE runs using different initial random 
number seeds were performed.  

For the GA, N=100, MAE=500 000, Pc=0.8, and 
Pm=0.03 were used. A total of 100 different GA runs 
using different initial random number seeds were also 
conducted. 

Table 10 shows the results when the same statis-
tical indicators were used to compare the DE, GA and 
other EAs performances in the Hanoi network case. 
The current best known solution for the HP case study 
with a value of 6.081×106 USD was found first by 
Reca and Martínez (2006) using a GA variant (GE-
NOME). This solution was also arrived at by our 
proposed DE optimization approach (Table 10). In 
addition, the average cost solutions of DE were better 
than those of the other algorithms. Moreover, the DE 
located the best solution with a frequency of 98%. The 
value of the average number of evaluations to find the  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 7  Sensitivity analysis for the NYTP case study

Trial run number 
Crossover  

probability (CR) 
Weighting factor 

(F) 
Percentage of trials with 
best solution found (%) 

Average cost 
solution (×106 USD)

1 0.5 0.7 94 38.66 
2 0.5 0.8 95 38.65 
3 0.5 0.9 99 38.65 
4 0.6 0.7 93 38.66 
5 0.6 0.8 94 38.65 
6 0.6 0.9 97 38.65 
7 0.7 0.7 87 38.67 
8 0.7 0.8 87 38.66 
9 0.7 0.9 93 38.66 

Table 8  Solutions for the NYTP case study

Reference Algorithm 
Best solution 

found  
(×106 USD) 

Percentage of trials 
with best solution 

found (%) 

Average cost 
solution  

(×106 USD) 

Average number of 
evaluations to find 

best solutions 
Present work DE 38.64 99 38.65 18 271 

Present work GA 38.64 64 38.96 26 944 

Savic and Walters (1997) GA 37.13 N/A N/A 10 000 

Geem (2009) HS 38.64 N/A N/A 5991.5 

Geem (2009) PSHS 38.64 N/A N/A 5923.5 

Tolson et al. (2009) HD-DDS 38.64 86 38.65 47 000 

Dandy et al. (2010) GA 38.64 N/A 38.70 500 000 

Zheng et al. (2010) GA 38.64 45 39.00 49 950 

Bolognesi  et al. (2010) GHEST 38.64 92 38.64 11 464 

Zheng et al. (2011) NLP-DE 38.64 99 38.80 8277 

Zheng et al. (2012) SADE 38.64 92 38.64 6598 
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best solution was only 31 618 for DE, which was 
bigger only than those of the HS and PSHS. 

Fig. 8 shows the comparison of the DE and GA 
evolution processes for the HP case for a trial run. 
Obviously, only the DE is able to obtain the best so-
lution. Moreover, the convergence speed of DE was 
much faster than that of GA. At the start of the evo-
lution, DE and GA evolved with good convergence 
properties. Then, the DE identified the best solution 
quickly. By contrast, the convergence speed of GA 
declined to a great extent. The GA was not able to 
locate the best solution despite its more costly 
evaluations. 

Fig. 9 shows the DE and GA evolution processes 
for a trial run corresponding to the generation number. 
The DE solutions tended to converge at the same final 
solution (the best solution), which is DE’s most sig-
nificant advantage over GA. Second, almost all DE 
solutions converged more quickly than those of the 
GA. For GA, the evolution process is similar to that of 
DE during the starting period; however, during the 
middle and later periods, its convergence speed be-
comes very slow. In addition, the GA cannot obtain the 
best solution. Fig. 9 also shows that DE is more robust 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

in that it produced far fewer differences in solutions in 
the trial run than did GA. 

4.6  Balerma network 

For DE, a sensitivity analysis of parameters was 
executed. The parameter values of N=500, MAE= 
500 000 were set initially. The F was set as 0.3 and 
similarly the CR was varied from 0.5–0.9 in incre-
ments of 0.1. Five different combinations of constants 
were considered from the above range. Then a total of 
10 different DE runs using different initial random 
number seeds were performed for all the combinations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 9  Sensitivity analysis for the HP case study

Trial run number 
Crossover  

probability (CR) 
Weighting  
factor (F) 

Percentage of trials with 
best solution found (%) 

Average cost 
solution (×106

 USD)
1 0.5 0.6 91 6.089 

2 0.5 0.7 81 6.111 

3 0.6 0.6 91 6.091 

4 0.6 0.7 87 6.097 
5 0.7 0.6 98 6.081 
6 0.7 0.7 98 6.082 
7 0.8 0.6 90 6.084 
8 0.8 0.7 90 6.086 

Table 10  Solutions for the HP case study 

Reference Algorithm 
Best solution 

found  
(×106

 USD) 

Percentage of trials 
with best solution 

found (%) 

Average cost 
solution  

(×106 USD) 

Average number of 
evaluations to find 

best solutions 
Present work DE 6.081 98 6.081 31 618 
Present work GA 6.135 1 6.284 272 830 
Reca and Martínez (2006) GENOME 6.081 10 6.248 N/A 
Geem (2009) HS 6.081 N/A 6.319 27 721* 
Geem (2009) PSHS 6.081 N/A 6.340 17 980* 
Dandy et al. (2010) GA 6.126 N/A 6.214 500 000 
Bolognesi et al. (2010) GHEST 6.081 38 6.175 50 134 
Zheng et al. (2011) NLP-DE 6.081 98 6.100 42 782 
Zheng et al. (2012) SADE 6.081 84 6.090 60 532 

* The minimum number of evaluations in this study 

 

Fig. 8  Evolution process for the HP case study
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Table 11 shows the results of different trial runs. 
It was evident that the trial run with the parameter 
values of F=0.3 and CR=0.5 found the best results. 
Then the parameter values of N=500, MAE=1 000 000 
were set and a total of 15 different DE runs using 
different initial random number seeds were performed. 

For the GA, N=500, MAE=10 000 000, Pc=0.8, 
and Pm=0.03 were used. A total of 15 different GA 
runs using different initial random number seeds were 
also conducted. 

Table 12 shows that with the best solution, the 
average cost value obtained by DE was better than 
those of other algorithms except NLP-DE. The con-
vergence speed of DE was less than those of NLP-DE 
and SADE. Although Zheng et al. (2011) found better 
solutions for the BN case study, the DE algorithm  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

used in their method was seeded by approximate 
optimal solutions obtained by the NLP, while the DE 
used in this study is seeded by randomly generated 
solutions. This may results in that the final optimal 
solutions found by the NLP-DE method were better 
than those obtained by the DE used in this study. 
 
 
5  Conclusions 
 

DE, a novel optimization technique, was applied 
in the optimization design of WDSs in this paper. DE 
was applied to six well-known benchmark WDSs. 
The performance of the proposed optimization tech-
nique was compared with those of GAs and other 
EAs. The results showed that the DE technique has 
better convergence properties than all the GAs. The 
DE technique could locate the current best solution 
with a higher frequency than the GAs in all cases. DE 
is also robust; it is able to reproduce the same results 
over many trials, whereas the GA performance is 
more dependent on the randomized initialization of 
the individual parameters. 

The efficiency of the algorithm was also proven 
in larger networks, e.g., the BN case. In the case 
study, the DE attained the current best solution better 
than did GAs. Furthermore, the proposed method  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 11  Sensitivity analysis for the BN case study 

Trial run 
number 

Crossover  
probability (CR) 

Average cost 
solution (×106 EUR)

1 0.5 1.958 

2 0.6 1.960 

3 0.7 1.964 

4 0.8 1.969 

5 0.9 2.017 

Table 12  Solutions for the BN case study

Reference Algorithm 
Best solution  

found  
(×106 EUR) 

Percentage of trials
with best solution 

found (%) 

Average cost 
solution 

(×106 EUR) 

Average number of 
evaluations to find 

best solutions 
Present work DE 1.955 7 1.958 313 000 

Present work GA 2.104 7 2.144 1133 

Reca and Martínez (2006) GENOME 2.302 10 2.334 N/A 

Geem (2009) HS 2.601 N/A N/A 45 400 

Geem (2009) PSHS 2.633 N/A N/A 45 400 

Bolognesi et al. (2010) GHEST 2.002 10 2.055 254 400 

Zheng et al. (2011) NLP-DE 1.923 10 1.927 1 427 850 

Zheng et al. (2012) SADE 1.983 10 1.995 1 200 000 
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obtained the optimal solutions with a faster conver-
gence speed compared with GAs. 

Thus, we conclude that the DE performance in the 
case studies is outstanding in comparison with that of 
the GAs. In addition, DE also exhibits comparable 
performance with other EAs. The DE is simple and 
robust, converges fast, and finds the optimum solution 
in most trial runs. Compared with GAs and other EAs, 
DE can rightfully be regarded as an excellent first 
choice for the least cost design of WDSs. Developing 
a multi-objective DE algorithm to optimize WDSs 
will be our future research goal because the DE has 
been demonstrated to be effective in finding the least 
cost solution for WDSs design. 
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