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Abstract:    We propose a modeling methodology for both leakage power consumption and delay of basic CMOS digital gates in 
the presence of threshold voltage and mobility variations. The key parameters in determining the leakage and delay are OFF and 
ON currents, respectively, which are both affected by the variation of the threshold voltage. Additionally, the current is a strong 
function of mobility. The proposed methodology relies on a proper modeling of the threshold voltage and mobility variations, 
which may be induced by any source. Using this model, in the plane of threshold voltage and mobility, we determine regions for 
different combinations of performance (speed) and leakage. Based on these regions, we discuss the trade-off between leakage and 
delay where the leakage-delay-product is the optimization objective. To assess the accuracy of the proposed model, we compare its 
predictions with those of HSPICE simulations for both basic digital gates and ISCAS85 benchmark circuits in 45-, 65-, and 90-nm 
technologies.  
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1  Introduction 
 

In the design of complementary metal–oxide– 
semiconductor (CMOS) integrated circuits, optimiz-
ing leakage power consumption and delay is chal-
lenging. The difficulty in simultaneous minimization 
of these two parameters leads the designers to make 
trade-off between the leakage consumption and delay 
for different applications. In addition, variations 
present in scaled technologies have made the design 
and manufacturing process more complicated. The 
variations which affect both leakage and performance 

have made the design even more challenging. The 
scaling of CMOS has resulted in increasing magni-
tude of variability. The large variation in CMOS 
technology could be due to several reasons. Three 
reasons among the others are widely accepted as the 
main factors of variability in the manufacturing 
process (Orshansky et al., 2008).  

The first reason is the rise of systematic varia-
tions at the front/back end of line (F/B EOL) phase of 
manufacturing. For instance, optical proximity effects 
at photolithography and interconnect variation at 
chemical mechanical polishing (CMP) are good ex-
amples of front end and back end of line, respectively 
(Srivastava et al., 2005; Orshansky et al., 2008). The 
second reason is that technology scaling and manu-
facturing tolerances are not correspondingly moving 
at the same time. For example, the pace at which the 
effective channel length is reduced is faster than the 
improvement of the mask fabrication error and mask 
overlay control. The third reason is that technology is 
approaching the fundamental randomness in the be-
havior of silicon structure, leading to dopant fluctua-
tion in the channel of the transistor. This phenomenon 
is known to be the main contributor for random 
variation. 

Process variations, whether systematic or ran-
dom, can drastically affect the delay and leakage 
power consumption of the circuits. Leakage as a 
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non-negligible component of power dissipation has 
proved to increase from 18% at 130 nm to 54% at the 
65 nm node (Narendra et al., 2003). The researchers 
are constantly trying to improve the classical methods 
of statistical leakage estimation, such as Wilkinson’s 
approach, see, e.g., Cheng et al. (2009), who pro-
posed an efficient additive statistical method to esti-
mate the moments of a lognormal distribution. They 
did not propose explicit expressions, however, for 
leakage power of standard cells versus the variations 
of device parameters. D′Agostino et al. (2009) and 
Hao et al. (2011) proposed approaches to model the 
leakage power under statistical process variations. 
However, these approaches are useful only to esti-
mate the statistical distribution of leakage power 
without proposing any closed-form expression for 
leakage power under variations. Ye and Yu (2009) 
proposed an efficient technique to model the leakage 
power in the presence of process variations. They, 
however, proposed algorithms only to reduce the 
computation time. In this work, also, no expression 
was suggested for clearly separating the variation part 
and the nominal parts of the leakage consumption. 

Variation-aware delay has been always a sig-
nificant issue in modeling and analysis of circuits as 
reflected in recent works (Liu and Sapatnekar, 2009; 
2010; Guerra et al., 2010). However, these works are 
mainly algorithm-based methodologies, which try to 
improve the modeling time through a statistical 
framework without proposing closed-form expres-
sions for the delay of gates and circuits. There have 
been works, such as Ramalingam et al. (2006), which 
have tried to improve gate delay modeling. However, 
the variability was not considered. Okada et al. (2003) 
investigated the delay model under variability but 
there have been no efforts to differentiate the effects 
of variability from the nominal part. Miryala et al. 
(2011) proposed a linear model to estimate the delay 
in the presence of variations. Although this model is 
easy to use, it may not be accurate for diverse types of 
variation sources. Chen et al. (2011) proposed a 
technique to capture the delay variations. Their 
method was based on modeling threshold voltage 
variability. It, however, did not incorporate other 
variation parameters such as mobility. Also, it did not 
propose a closed-form expression for delay under 
variations. Joshi et al. (2010) and Xu et al. (2011) also 
suggested models for the delay of a single transistor 

under variations. No model was presented for the 
delay of a gate. 

Our contribution in this paper is to propose a 
model for the delay and leakage power consumption 
of digital circuits in terms of the product of the 
nominal part and variable part. Using this model, in 
the plane of threshold voltage and mobility, regions 
for different combinations of performance (speed) 
and leakage are specified. Based on these regions, the 
trade-off between leakage and delay is discussed.  
 
 
2  Modeling the effects of variations on lea-
kage consumption  
 

Static power consumption is a major component 
of the total power consumption and continues to grow 
in future technologies. The main contributor to leak-
age power consumption is the sub-threshold current 
(Christian, 2007). The equation describing sub- 
threshold current is given by (Sakurai and Newton, 
1990; Sze and Ng, 2007)  

 
th ds th/( ) / /( )

sub 0 0 0 eff0e (1 e ) e ,  ,T T TV mV V V V mVI I I I      
     (1) 

 

where I0 is the reference static current, Vth is the 
threshold voltage, and m, VT, and Vds stand for the 
sub-threshold slope coefficient, thermal potential, and 
drain-source voltage, respectively. Note that I0 is a 
function of the diffusion coefficient (Sze and Ng, 
2007), which is related to the mobility via the Einstein 
relation. In Eq. (1), Ω is a constant and μeff0 is the 
low-field mobility. Eq. (1) can justify the strong 
(exponential) dependency of sub-threshold current on 
the threshold voltage. Since Vds is much larger than  
VT in digital circuits, Eq. (1) is simplified to 
I0exp(−Vth/(mVT)). To calculate the static power, we 
assume that the static power is the average of two 
power consumptions for all inputs equal to 1 and all 
inputs equal to 0. Thus, 

 

Static Power

(all inputs 1) (all inputs 0)
.

2

  


P P
P  (2) 

 
As shown in Eq. (1), the sub-threshold current 

depends on I0 and Vth. The reference static current, I0, 
is a function of mobility which could be subject to 
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variation as a result of systematic sources such as 
mechanical stress (Scott et al., 1999; Mistry et al., 
2004; Andrieu et al., 2005). The threshold voltage is 
also very susceptible to variations coming from 
various systematic sources, including layout- 
dependent systematic variations originating from 
photolithography effects. Examples include non- 
rectangular gates (Singhal et al., 2007; Tsai et al., 
2008), line-end extension, and tapering (Gupta et al., 
2008), which can lead to a threshold voltage shift. In 
addition, random process variations, such as dopant 
fluctuation, result in threshold voltage variation (Roy 
and Asenov, 2005). 

The above discussion implies that the leakage 
consumption is affected by the threshold voltage and 
mobility in two different ways. To model the impact 
of the threshold voltage and mobility variations on the 
leakage of a circuit, we include the threshold voltage 
shift and low-field mobility multiplier in our leakage 
expression. These two parameters are denoted by 
DELVT0 and MULU0, respectively, and defined by  

 

th th0 eff eff0DELVT0,   MULU0 ,V V          (3) 
 

where Vth0 and DELVT0 are zero-bias threshold vol-
tage and zero-bias threshold voltage shift, respec-
tively. Also, μeff0 and MULU0 are low-field mobility 
and low-field mobility multiplier, respectively. These 
parameters are also defined as back-annotated in-
stance parameters used in the model of a transistor in 
HSPICE (Synopsys Corporation, 2008), explained in 
Pramanik et al. (2006), Ma (2009), and Morshed 
(2009). In fact, HSPICE simulations of digital gates 
under variations could be performed using these  
parameters. 

Based on the above discussion, we can express 
the standby leakage consumption under variation as 

 

nom p p(DELVT0) (MULU0),P P f g          (4) 

 
where fp(DELVT0) and gp(MULU0) are the coeffi-
cients for modeling the change of the threshold volt-
age and low-field mobility (under variation), and the 
nominal standby leakage consumption is given by  

 
th /( )

nom DD 0e .TV mVP V I                     (5) 
 

Here, VDD is the supply voltage. 

2.1  Modeling fp(DELVT0)  

To consider only the variability of the threshold 
voltage, one may assume that the mobility is not af-
fected by variations, and hence, Eq. (4) is reduced to  

 

1 nom p
ˆ (DELVT0),P P f                   (6) 

where 
DELVT0

p (DELVT0) ef  ,                 (7) 

 
and α is −1/(mVT) from Eq. (1). Eq. (7) is valid for 
both states when all input signals are 0 or all input 
signals are 1. Since in the low-input (high-input) state 
only the NMOS (PMOS) transistors determine the 
leakage current, Eq. (7) behaves differently depend-
ing on the state of the gate input. Fig. 1 shows the 
leakage consumption of some primitive gates as a 
function of DELVT0 (from −50 to +50 mV) for both 
input states. The results, which have been obtained for 
a 45-nm predictive technology model (PTM) (Ari-
zona State University, 2006) at VDD=1 V, include both 
the predictions of the model and those of HSPICE. 
The model parameter was extracted by fitting the 
results to those of HSPICE.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.2  Modeling gp(MULU0)  

Similarly, one can consider solely the variability 
of the mobility by assuming that the threshold voltage 
is not affected by variations, and write Eq. (4) as 

 

2 nom p
ˆ (MULU0),P P g                    (8) 

where 

p (MULU0) (MULU0 1) 1g    ,         (9) 

Fig. 1  Standby leakage consumption of primitive digital 
gates in 45-nm technology versus DELVT0 at different 
states of input patterns 
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where β is a fitting parameter. In Fig. 2, we have 
plotted the change of the leakage power versus 
MULU0 for both input states. The results reveal a 
roughly linear behavior for the dependence of the 
leakage power consumption on the low-field mobility 
multiplier. Linear approximation is more accurate 
when PMOS transistors are involved in determining 
the leakage current, while in the case of NMOS tran-
sistors a second-order polynomial may be more ac-
curate. For simplicity, however, we keep the linear 
model given by Eq. (9) for both input states. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3  Modeling the effects of variations on delay  
 

One approach in accurately modeling delay is 
the use of lookup tables, which are not computation-
ally cost-effective compared to the closed-form delay 
models (Alpert et al., 2001). The modeling techniques 
based on closed-form expressions for the delay anal-
ysis, however, provide simplicity. In this work, 
similar to the leakage power consumption, we pro-

pose a closed-form expression for delay using 
DELVT0 and MULU0. The delay expression is de-
veloped based on a classic yet reasonably accurate 
delay model, known as the Sakurai-Newton delay 
metric (Sakurai and Newton, 1990), given by 

 

sn L DD DD th/ ( )t C V V V   ,               (10) 
 

where CL is the load capacitance and α is the alpha- 
power law parameter. Using Eq. (10) and including the 
threshold voltage roll-off effect described by the 
drain-induced barrier lowering (DIBL) phenomenon, the 
nominal delay of a digital gate can be expressed as 
(Christian, 2007) 

 

nom DD DD th0

L eff ox

Delay / [ (1 ) ] ,

/ ( / ).

V V V

C C W L

 
  
   



   (11) 

 

Here,  is the DIBL coefficient, and λ contains the 
mobility coefficient (eff), the gate capacitance per 
unit area (Cox), the load capacitance, the aspect ratio 
of the transistor (W/L), and a constant (γ) accounting 
for this fact that driving current is not constant during 
the capacitance charge (Christian, 2007). Note that 
MULU0 affects the parameter λ in a complicated way 
as the driving current is not constant during the ca-
pacitance charge. Hence, a function of MULU0 af-
fects the parameter λ as a multiplier. Conversely, 
DELVT0 appears in the denominator of Eq. (11). To 
model the delay under variations, we separate the 
effects of DELVT0 and MULU0 by defining two 
independent multiplying functions of fD(DELVT0) 
and gD(MULU0). Thus, we propose the following 
form for delay of digital gates under variations: 

 

nom D DDelay Delay (DELVT0) (MULU0).f g    (12) 
 

Here, fD(DELVT0) and gD(MULU0) are functions of 
zero-bias threshold voltage shift and low-field 
mobility multiplier, respectively. We propose two 
independent models for both functions and verify 
their accuracy using HSPICE simulations. 

3.1  Modeling fD(DELVT0) 

Assuming that the variations affect only the 
threshold voltage, Eq. (12) is reduced to 

 


nom D1Delay Delay (DELVT0).f           (13) 

Fig. 2  The ratio of standby leakage to nominal leakage 
consumption of primitive digital gates in 45-nm tech-
nology versus MULU0 
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We need to find the expression for fD. By explicitly 
expressing the variation of the threshold voltage in  
Eq. (11), one may express delay as 
 

DD DD th0Delay / [ (1 ) ( DELVT0)] .KV V V      (14) 

Thus, 


nom DD th0

DD th01

Delay (1 ) ( DELVT0)
.

(1 )Delay





   

    

V V

V V
 (15) 

 
Eq. (15) may be rewritten as 
 


nom

DD th01

Delay DELVT0
1 .

(1 )Delay




 

    V V
       (16) 

 
The following lemma will help to simplify Eq. (16): 
 

1/ 1/ 1
0 0lim (1 ) e,  lim (1 ) e .x x

x xx x 
         (17) 

 
Eqs. (16) and (17) lead to the following simplified 
approximation: 
 


nom1

DD th0

DELVT0
Delay Delay exp

(1 )V V




 
     

.    (18) 

 
The beauty of Eq. (18) is that the effect of the 
threshold voltage shift has been modeled as a multi-
plying function. Using Eqs. (13) and (18), we obtain 
fD as  

D
DD th0

DELVT0
(DELVT0) exp .

(1 )
f

V V




 
    

     (19) 

 
Note that this function depends on the supply voltage. 

To determine the accuracy of the model, we have 
compared the results of model and HSPICE simula-
tion for the ratio of delay under variation to nominal 
delay versus VDD for different zero-bias threshold 
voltage shifts (±50 and ±20 mV), as shown in Fig. 3. 
The comparison shows a reasonable accuracy over a 
relatively wide range of threshold voltage variation. 
Even for the shift in the threshold voltage of ±50 mV 
(±20% of the nominal value of the threshold voltage 
Vth0=250 mV), the model acceptably tracks the data 
points obtained from HSPICE simulations. Another 
important issue is that the parameter α in Eq. (19) may 
serve as a fitting parameter for every single digital 

gate in the technology of interest. In Table 1, we have 
presented this parameter for different digital gates in 
the 45-, 65-, and 90-nm technologies. The accuracy of 
the model has been further investigated using the 
‘goodness of fit’ parameters (R-square and RMSE). 
These parameters are given in Table 2. The R-square 
indicates the accuracy of the model for the variance of 
the data, while the root mean squared error (RMSE) 
represents the fit standard error. In our delay analysis 
for both threshold voltage shift and mobility variation, 
we measure the pull-down network delay assuming 
that pull-up and pull-down networks are sized such 
that they exhibit similar delays. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2  Modeling gD(MULU0) 

It is assumed that variations affect only mobility, 
and hence Eq. (12) is reduced to  
 


nom D2Delay Delay (MULU0).g           (20) 

 
By inspecting the behavior of delay versus MULU0 
obtained by HSPICE simulations and the functional 
dependence of delay on MULU0 defined by Eq. (11), 
we propose the following relation for gD(MULU0): 
 

D

MULU0
(MULU0) ,

(MULU0 1) 1
g 


 

      (21) 

Table 1  Fitting parameter for the threshold voltage shift

Fitting parameter α in Eq. (19) 
Technology

Inverter NAND2 NAND3 NOR2 NOR3

45 nm 0.9 1.1 1.25 0.95 1 

65 nm 1 1.25 1.45 1.1 1.2 

90 nm 1.1 1.4 1.6 1.2 1.4 

Fig. 3  The ratio of delay under variation to nominal delay 
of a NAND3 gate in 45-nm technology versus VDD for dif-
ferent zero-bias threshold voltage shifts (±50 and ±20 mV)
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where β and γ are fitting parameters. Note that this 
function is independent of the supply voltage. Fig. 4 
shows a comparison between the prediction of the 
model and the results of HSPICE simulations for the 
ratio of delay under variation to nominal delay versus 
MULU0 for VDD in the range 0.5−1 V in the 45-nm 
technology. The comparison which is for a three- 
input NAND gate reveals a very good accuracy for 
the model. Table 3 shows the fitting parameters β and 
γ as well as R-square and RMSE of fitting. As can be 
seen, R-square is larger than 0.99 for all the gates in 
different technologies. That is, the proposed model 
(21) tracks the simulation results obtained from 
HSPICE with a very good accuracy. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
As discussed above, the effects of variation on 

delay and leakage can be taken into account by mul-
tiplying coefficients. One can use Eqs. (4), (7), and (9) 
to express the leakage power consumption of a 
CMOS digital gate under variation: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

DELVT0
nome [ (MULU0 1) 1].   P P       (22) 

 
Similarly, using Eqs. (12), (19), and (21), the delay 
under variation may be expressed as 
 

nom
DD th0

DELVT0
Delay Delay exp

(1 )

MULU0
  .

(MULU0 1) 1

V V








 
     


 

     (23) 

 
Using Eq. (22), the total leakage consumption of a 
circuit composed of several standard cells can be 
obtained from  

Fig. 4  The ratio of delay under variation to nominal delay 
of a NAND3 in 45-nm technology against MULU0 (low-
field mobility multiplier) 
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Table 3  ‘Goodness of fit’ parameters of modeling of  
delay against the low-field mobility multiplier 

Gate Technology β γ R-square RMSE
Inverter 45 nm 1.088 1.027 0.9999 0.0008
 65 nm 1.105 1.016 0.9989 0.0026
 90 nm 1.112 1.025 0.9988 0.0031
NAND2 45 nm 1.110 1.059 0.9990 0.0035
 65 nm 1.118 1.067 0.9986 0.0046
 90 nm 1.109 1.084 0.9991 0.0038
NAND3 45 nm 1.099 1.113 0.9993 0.0036
 65 nm 1.134 1.086 0.9999 0.0011
 90 nm 1.117 1.115 0.9996 0.0033
NOR2 45 nm 1.101 1.016 0.9995 0.0018
 65 nm 1.084 1.043 0.9991 0.0024
 90 nm 1.108 1.042 0.9984 0.0039
NOR3 45 nm 1.097 1.030 1.0000 0.0004

 65 nm 1.085 1.048 0.9999 0.0007
 90 nm 1.104 1.048 0.9990 0.0032

 

Table 2  ‘Goodness of fit’ parameters of modeling of delay under different threshold voltage shifts 

R-square RMSE Technology 
(nm) 

DELVT0 
(mV) Inverter NAND2 NAND3 NOR2 NOR3 Inverter NAND2 NAND3 NOR2 NOR3

45 5 0.9748 0.9760 0.9851 0.9799 0.9748 0.010 0.012 0.010 0.009 0.010

45 2 0.9817 0.9873 0.9479 0.9476 0.9269 0.003 0.003 0.006 0.004 0.005

45 −2 0.9420 0.9528 0.8977 0.9246 0.8415 0.004 0.004 0.006 0.005 0.006

45 −5 0.9248 0.9571 0.9217 0.8800 0.7631 0.010 0.010 0.013 0.013 0.018

65 5 0.9813 0.9783 0.992 0.9900 0.9676 0.008 0.011 0.008 0.006 0.013

65 2 0.9787 0.9591 0.9746 0.9824 0.9590 0.003 0.006 0.005 0.003 0.005

65 −2 0.9892 0.9654 0.9596 0.9827 0.9756 0.002 0.004 0.005 0.003 0.003

65 −5 0.9929 0.9862 0.9825 0.9781 0.9574 0.004 0.006 0.007 0.007 0.011

90 5 0.9704 0.9847 0.9744 0.9800 0.9089 0.010 0.008 0.011 0.009 0.025

90 2 0.9697 0.9032 0.9504 0.9746 0.9556 0.003 0.007 0.006 0.004 0.005

90 −2 0.9439 0.9768 0.9374 0.9707 0.9852 0.004 0.000 0.006 0.003 0.003

90 −5 0.9846 0.9816 0.9684 0.9708 0.9535 0.005 0.007 0.010 0.007 0.011
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total
1

( ),
n

i

P P i


                         (24) 

 
where P(i) is the leakage power consumption of the 
ith cell in the circuit obtained from Eq. (22). Similarly, 
the total delay of a circuit can be obtained from 
 

total
1

Delay Delay( ),
k

i

i


                  (25) 

 
where Delay(i) is the delay of the ith standard cell in 
the critical path of the circuit obtained by Eq. (23). 

 
 

4  High-performance low-leakage regions  
 

Eqs. (22) and (23) provide useful information on 
the domain of DELVT0 and MULU0 to identify the 
high-performance and low-leakage regions. To iden-
tify these regions, first we obtain the contours of 
fp(DELVT0)×gp(MULU0)=1 for both gate input 
states of all zeros and all ones (Fig. 5). The contours 
are the borders of high-leakage from low-leakage 
regions. Moving on these contours does not change 
the leakage power consumption. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Note that the leakage current is determined by 

NMOS transistors when the inputs are low and by 
PMOS transistors when the inputs are high. Thus, the 
contours of the leakage power consumption move in 
different directions (Fig. 5). Low- and high-leakage 
power consumption regions are determined based on 
the contours that correspond to the nominal values of 

leakage for a gate. As shown in Fig. 5, when the 
threshold voltage shift and mobility multiplier equal 1 
and 0, respectively, the contours intersect each other. 

Fig. 6 shows the contours of delay for 
fD(DELVT0)×gD(MULU0)=1 at two supply voltages 
of 0.45 and 1 V. Similarly, for each VDD, we can dis-
tinguish low- and high-performance regions using the 
contours that correspond to the nominal delay. The 
intersection region of the low-leakage and high- 
performance regions is the ideal region where both 
the leakage power consumption and performance 
have better values. To find such a region, the delay 
and leakage contours should be plotted on the same 
graph. We have drawn the delay and leakage contours 
in Fig. 7, where regions with different combinations 
of high/low performance and high/low leakage are 
indicated. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5  Contours of fp(DELVT0)×gp(MULU0)=1 of an 
inverter in 45-nm technology at two states of input 
patterns 
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Fig. 6  Contours of fD(DELVT0)×gD(MULU0)=1 of an 
inverter in 45-nm technology for VDD at two supply 
voltages of 0.45 V and 1 V 
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Based on the above analysis, one may use tech-
niques such as mechanical stress (Scott et al., 1999; 
Mistry et al., 2004; Andrieu et al., 2005) to modify 
the nominal threshold voltage and mobility such that 
the operation region moves to the desired region. 
These regions had not been studied in previous works 
(Agarwal et al., 2004; Rao et al., 2004; Chen et al., 
2008; da Silva et al., 2009) on modeling of delay and 
leakage and the effects of process variations on them. 

As shown in Fig. 7, the points that lie in region II 
make the digital gate work in high-performance 
low-leakage state. One can make the design based on 
a desired point in region II. Note that after fabrication, 
this point may be changed because of process varia-
tions. The variations may change the operation region. 
To study this effect, we selected a point inside region II 
(leakage=0.725 μW and delay=240 ps, which corre-
spond to DELVT0=25 mV and MULU0=0.5), and per-
formed Monte Carlo simulations. Fig. 8 shows the re-
sults of the analysis, including two cases: (1) 
sigma(DELVT0)=20 mV and sigma(MULU0)=0.5; (2) 
sigma(DELVT0)=10 mV and sigma (MULU0)=0.25. 
Obviously, the variabilities of leakage and delay are 
lower in case (2) where a larger number of points remain 
inside the low-leakage high-performance region in the 
presence of process variations. Finding the optimum 
point inside the region whose distances from the con-
tours ensure the maximum margin of safety under 
process variations is out of the scope of our work.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Finally, note that other figures of merit, such as leakage- 
delay2, which describes the performance of a gate by 
considering both leakage and delay, may also be ana-
lyzed using the above technique. For this figure of merit, 
for example, the contour may be obtained by setting 
fp(DELVT0)gp(MULU0)[fD(DELVT0)gD(MULU0)]2=1. 
The contour in Fig. 9 separates the area in two regions of 
low and high values for the figure of merit. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

5  Results and discussion  
 

In this section, we investigate the accuracy of the 
proposed modeling technique for both the leakage 
and delay. For this purpose, the model predictions and 
the results of the HSPICE simulations were compared  
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Fig. 8  Probability density functions of delay and leakage of an inverter in 45-nm technology for different values of the 
standard deviation of DELVT0 and MULU0 in the high-performance low-leakage region 
(a) and (c) are delay and leakage histograms, respectively, with sigma(DELVT0)=20 mV and sigma (MULU0)=0.5; (b) and (d) 
are delay and leakage histograms, respectively, with sigma(DELVT0)=10 mV and sigma (MULU0)=0.25 

Fig. 9  Contour of fp(DELVT0)gp(MULU0)[fD(DELVT0)×
gD(MULU0)]2=1 for an inverter in 45-nm technology 
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for primitive digital gates (inverter, NAND2, NAND3, 
NOR2, and NOR3) and ISCAS85 benchmark circuits 
in 45-, 65-, and 90-nm technologies. The ranges of the 
threshold voltage variations were assumed to be 
±20% of the nominal value while the low-field mo-
bility multiplier was varied from 0.5 to 2. 

The leakage power consumption and delay of an 
Inverter in the 45-nm technology are illustrated in 
Figs. 10 and 11, respectively. The accuracy of the 
model was quantified using the parameters R-square 
and mean percentage error (MPE). MPE was used to 
measure the mean error between corresponding points 
of the model and simulation results, obtained from 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 

1

1 Model( ) SPICE( )
MPE .

SPICE( )

n

i

i i

n i


           (26) 

 

The values of R-square and MPE for the leakage 
and delay are given in Tables 4 and 5, respectively. 
The average value of MPE for the leakage (delay) was 
4.75% (2.54%) while its R-square was higher than 
97% (95%). These figures show a very good accuracy 
for the model. In the case of ISCAS85 benchmark 
circuits, we performed 10 000 Monte Carlo simula-
tions (assuming 3σ/μ=20%) for the threshold voltage 
and low-field mobility. Note that the leakage power 
and delay of the primitive gates were calculated from 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4  ‘Goodness of fit’ and MPE of the leakage model, and CPU time for predicting the leakage power consump-
tion and delay by HSPICE simulations and our proposed model 

R-square MPE (%) CPU time* (s) 
Circuit 

45 nm 65 nm 90 nm 45 nm 65 nm 90 nm Simulation  Our model

Inverter 0.991 0.993 0.993 5.11 4.93 5.13 22 0.81 

NAND2 0.998 0.998 0.998 3.13 3.32 3.79 38 0.83 

NAND3 0.999 0.999 0.998 2.48 2.71 3.58 89 0.82 

NOR2 0.990 0.993 0.992 5.35 4.98 5.14 43 0.79 

NOR3 0.989 0.992 0.991 5.40 5.02 5.46 97 0.81 

C17 0.998 0.998 0.998 3.17 3.24 3.12 420 5.04 

C432 0.987 0.991 0.993 4.25 4.29 4.19 4.12e3 23.4 

C499 0.974 0.978 0.981 4.89 4.56 4.32 4.88e3 33.5 

C880 0.969 0.975 0.972 5.21 5.35 5.17 7.22e3 57.8 

C1355 0.958 0.963 0.969 5.37 5.86 5.91 1.23e4 99.4 

C1908 0.951 0.959 0.961 4.48 4.12 4.33 2.59e4 156.8 

C2670 0.946 0.951 0.959 5.12 5.02 5.14 6.23e4 212.3 

C5315 0.927 0.931 0.928 5.57 5.15 5.45 13.38e4 423.6 

C6288 0.915 0.919 0.922 6.48 6.53 6.32 16.72e4 508.2 

C7552 0.921 0.928 0.934 5.23 5.29 5.31 21.34e4 567.8 

MPE: mean percentage error. * The measurements were performed on a 2.66 GHz Intel Core i7 CPU for 10 000 Monte Carlo points. The circuit 
simulations were performed by HSPICE and modeling was done using MATLAB 

Fig. 11  Delay of an inverter in 45-nm technology versus 
DELVT0 and MULU0 at VDD=1 V 
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Fig. 10  Leakage consumption of an inverter in 45-nm 
technology versus DELVT0 and MULU0 at VDD=1 V 

0.5
1.0

1.5
2.0 -0.05

0

0.05

0

1

2

3

4

DELVT0 (V)MULU0

Le
a

ka
ge

 (
µ

W
)

Simulation
Model

VDD: 1 V
Technology: 45 nm 

Load capacitance: 50 fF



Aghababa et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2012 13(6):460-471 469

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Eqs. (22) and (23), while those for the ISCAS85 
benchmark circuits were obtained using Eqs. (24) and 
(25), respectively. All the simulations were performed 
at room temperature (300 K) and with VDD=1 V. 

We have also reported the CPU times for pre-
dicting the leakage power consumption and delay by 
HSPICE simulations and our proposed model 
(evaluated using MATLAB) in Tables 4 and 5. The 
model CPU time will be even smaller if it is imple-
mented in a programming language. 

 
 

6  Conclusions 

 
In this paper we propose a methodology to ex-

tract the effects of variations from the nominal values 
of leakage consumption and delay. The proposed 
models for leakage and delay were verified against 
the simulation results obtained from primitive digital 
gates and ISCAS85 benchmark circuits in 45-, 65-, 
and 90-nm PTM. The average MPE of leakage and 
delay models were 4.75% and 2.54%, respectively. 
Also, the R-square of leakage and delay models were 
higher than 97% and 95%, respectively. We also 
illustrated the contours of leakage and delay, which 
could be useful for identifying the domains of 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

DELVT0 and MULU0 where the circuit relies on 
high-performance low-leakage area of operation. 
Furthermore, we discussed how these contours could 
be used as margins of design when it comes to process 
variation effects on circuit performance. In-depth 
mathematical discussion, however, remains an open 
research topic. We also discussed figures of merit 
such as leakage-delay2-product and how process 
variations could deviate the performance from the 
desired region. 
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