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Introduction

The symbolic representation of time series has attracted
much research interest recently. The high dimensionality
typical of the data is challenging, especially as the time series
becomes longer.

However, most time series merely explicate the potential
information of using themselves, and many more underlying
rules are derived by mining algorithms.

The original contributions of this paper are an improvement in
the segmentation efficiency of long time series, and the TFSA
method which focuses on preserving the trend features of the
original time series and interprets the rules obtained from
mining time series.



The basic idea on this work

=1 N s Ld RS

O R R o
-1 o on sk Lh RSO O

lhs=

{f}
{e}
{f}
{g}
{g}
{d}
{e}
{d}
{d}
{c}
{c}
{e}
{e}
{a}
ib}

rhs support confidence

{a} 0.6250 0.8250000
{b} 0.9375 0.8375000
{er 0.1250 1.0000000
{fy ©0.1250 0.5000000
{b}y ©0.1250 1.0000000
{ar 0.1250 0.5000000
{b}y ©0.2500 1.0000000
{e}r 0.187% 1.0000000
{d: 0.1875 0.7500000
{ar 0.1250 O.s8666667
{b} 0.1875 1.0000000
{a} ©0.1875 0.8000000
{b}y ©0.3125 1.0000000
{a}y 0.1250 0.5000000
{b} ©0.2500 1.0000000
{b:y 0©0.53625 0.8000000
{a} 0.362> 0.6000000

L T e T ST Y e v B e T T S e Y Y Y S

lift

000000
. 000000
000000
000000
066667
. 800000
.06aaaeT
. 000000
000000
066667
.0Baaa7
. 5360000
.0a06a7
800000
.0Baaa7
. 5360000
. 560000

.|

v

abcbcdefeb

cbgddabef

y

b F(@:5),(b:4),(c:4),(d:2)]
L(2)={(ab:4),(bc:2),(ca:2) {dc:2))

b

L(3)={(abc:2)}




Two-step segmentation mechanism
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The TFSA algorithm
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Measurement result: the efficiency of the
two-step segmentation mechanism

Table 4 A comparison of segmentation efficiency with
different time series lengths

Execution time (s)
1000 10000 100000 1000000
TD 1.80 10.38 120.12 1570.35
SW (fir=20. step=1) 1.13  3.01 70093 648.51
Two-step segmentation
=50 229 449  10.52 21.86
=100 2.18 3.72 7.75 15.68

Algorithm




The results of mining time series

Table 7 Association rules obtained from time series

ID Rule Support Confidence
1 {IT240-10J1} => {IT267-01F1} 0.0430107 1.0000000
2 {IT240 offset fault} => {E240-01G1} 0.0537634 0.7142857
3 {ISH236-1011} => {E281-10D1} 0.0430107 0.8000000
4 {ISH236-10F1} == {IT267-01F1} 0.0645161 0.7500000
5 {IT240-01B1} => {E242-0111} 0.0752688 0.7000000
6 {E281-01J1} == {ESH244A-0111} 0.0860215 0.6666667
7 {E265-10B1} == {E240-01G1} 0.1182795 0.6111111

8 {IT240-00C0. ISH236-0111} => {ESH244A-0111} 0.0430107 1.0000000
9 {IT240-0111. E265-10B1. E240-01G1} => {IT267-01F1} 0.0430107 1.0000000




Conclusions

 In this paper, we propose a two-step segmentation
mechanism which can be used in parallel to improve
the segmentation efficiency for long time series.

« Experimental results show that, especially for long
time series, the segmentation efficiency and
classification accuracy of TFSA are better than those
of other methods.
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