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Motivation/Main ideas 
• Motivation: 

– Index traversal techniques have been studied in addressing the 
query processing performance challenges of web search 
engines, but still leave much room for improvement. 

– We focus on the inverted index traversal on document-sorted 
indexes and the optimization technique called dynamic pruning, 
which can efficiently reduce the hardware computational 
resources required. 

• Main ideas: 
– We propose the largest scores first (LSF) retrieval, in which the 

candidates are first selected in the posting list with the largest 
estimated score and then fully scored with the contribution of the 
remaining query terms. 

– We present efficient rank safe dynamic pruning techniques 
based on LSF retrieval, i.e., list omitting (LSF_LO) and partial 
scoring (LSF_PS) that fully make use of the query term 
importance. 
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LSF retrieval 
• Consider the candidates in the posting list with the largest 

estimated score 
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LSF-based pruning 

• Two dynamic pruning techniques on LSF: 
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Major results (I) 
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Major results (II) 
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Conclusions 
• We propose a novel inverted index traversal technique called LSF 

retrieval, which can effectively reduce the memory consumption of 
TAAT and the candidate selection cost of existing DAAT retrieval. 
 

• To further reduce the number of postings processed, we present 
efficient rank safe dynamic pruning techniques based on LSF 
retrieval, i.e., list omitting (LSF_LO) and partial scoring (LSF_PS) 
that make full use of the query term importance. 
 

• Experiments show that our approaches reduce the query latency by 
almost 27% over the WAND and are slightly better than the 
MaxScore. 
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