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Visual commonsense reasoning (VCR) 
 Given an image, a list of regions, and a question, a model must answer 

the question and provide a rationale explaining why its answer is right. 
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Motivation 
 Recent studies on brain networks have suggested that brain function or 

cognition can be described as the global and dynamic integration of 
local neuronal connectivity. Such a global and dynamic integration is 
context-sensitive with respect to a specific cognition task. 
 

Fig. 1 The connectivity mechanism of brain neurons 

(H. Park and K. Friston. Structural and functional brain networks: from connections to 
cognition. Science, 342(6158):1238411, 2013.) 

Front In
form

 Technol E
lectro

n Eng



Motivation (Cont’d) 
 We propose a directional connective network (DCN) for visual 

commonsense reasoning. This network consists mainly of three modules, 
i.e., visual neuron connectivity, contextualized connectivity, and 
directional connectivity for reasoning. 

Fig. 2 Overview of our DCN method. The yellow, blue, and green circles indicate visual 
elements, questions, and answer representations, respectively. Our method includes 
mainly visual neuron connectivity, contextualized connectivity, and directional connectivity 
for reasoning 
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Directional connective network (DCN) 

Fig. 3 Framework of the DCN method, including mainly visual neuron connectivity, 
contextualized connectivity, and directional connectivity for reasoning. {U, O}: the set including 
the output U of GraphVLAD and object features O; 𝑓𝑓𝜃𝜃: the prediction function for responses 
(answers or rationales); F: a fusion operation. 
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Directional connective network (DCN) (Cont’d) 
 Visual neuron connectivity 

Fig. 4 Details of visual neuron connectivity. After obtaining the representation of the image and 
its corresponding query, we first devise a visual element connectivity to extract the relations 
of the image regions. Then, based on the fusion between the region relations and the query’s 
representation, we devise a conditional GraphVLAD module to achieve a better joint 
representation  
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Directional connective network (DCN) (Cont’d) 
 Visual element connectivity 

In general, there exists certain relation between objects of an image. For 
example, in Fig. 5, relations exist not only between elements in the same 
object region, but also among various objects. Obviously, capturing these 
relations is helpful for a thorough understanding of the entire scene. 

Fig. 5  Relations of visual elements  
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Directional connective network (DCN) (Cont’d) 
 Visual element connectivity 

Here, we employ graph convolutional neural network (GCN) to 
capture these relations. Specifically, we seek to construct an undirected 
graph 𝐺𝐺𝑔𝑔 = (𝑉𝑉, 𝜉𝜉,𝑨𝑨) , where 𝜉𝜉 is the set of graph edges to learn and 
𝑨𝑨 ∈ ℝ𝑁𝑁×𝑁𝑁 is the corresponding adjacency matrix. 

𝑿𝑿� is the image feature extracted by ResNet network. 𝑨𝑨 = softmaxr 𝑿𝑿�𝑿𝑿�T +
 𝑰𝑰𝑑𝑑 , where 𝑰𝑰𝑑𝑑 indicates the identity matrix. Each row of the matrix M 
represents a feature vector of a node, which is a weighted sum of the 
neighboring node features of the current node. 
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Directional connective network (DCN) (Cont’d) 
 Conditional GraphVLAD 

Since 𝑴𝑴�  captures only relations between visual elements and does not 
have the capability to fully understand the image, we propose a module 
of conditional GraphVLAD to enhance the representation of an image.  

(a) (b) (c) (d) 

Fig. 6  Process of conditional GraphVLAD: (a) initial state of NetVLAD; (b) conditional centers 
after an affine transformation. Here, we use the fusion of image and question to compute the 
parameters 𝛾𝛾 and 𝛽𝛽. (c) and (d) show the results of NetVLAD and GraphVLAD, respectively 
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Directional connective network (DCN) (Cont’d) 
 Conditional GraphVLAD 

We consider making an affine transformation for the initial centers and 
using these transformed centers to represent an image. 

Concretely, we first define the initial centers 𝑪𝑪 = {𝒄𝒄𝑖𝑖 ∈ ℝ𝑛𝑛, 𝑖𝑖 = 1, 2, … ,𝐾𝐾}. 
Next, based on the current input query-image pairs, we make the affine 
transformation for the initial centers. 

< 𝑎𝑎, 𝑏𝑏 > represents the concatenation of 𝑎𝑎 and 𝑏𝑏. 𝒛𝒛 indicates the 
transformed center. Front In
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Directional connective network (DCN) (Cont’d) 
 Conditional GraphVLAD 

Computation of GraphVLAD: 

where 𝒘𝒘𝑗𝑗  and {𝒃𝒃𝑗𝑗} are sets of trainable parameters for each center 𝒛𝒛𝑗𝑗.  

As NetVLAD is computed based on visual elements, we consider that 
there should exist certain relations between NetVLAD outputs D. 
Here, we employ GCN to capture these relations. Finally, the set 
𝑺𝑺 = {𝑼𝑼,𝑶𝑶} is taken as the global representation of an image, where U 
indicates the output of GraphVLAD and O indicates the object 
features.  
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Directional connective network (DCN) (Cont’d) 
 Contextualized connectivity 

The goal of contextualized connectivity is to not only capture the relevance 
between linguistic features and the global representation S, but also 
extract deep semantic existing in sentences. 

𝑸𝑸�  indicates the query representation extracted by an LSTM unit. 
Then, we take the concatenation of 𝑸𝑸𝑈𝑈, 𝑸𝑸𝑂𝑂, and 𝑸𝑸�  as 𝑸𝑸𝐹𝐹. Here, we 
obtain only sequential features, rather than the structural information 
which is helpful for a better understanding of the sentence semantic. 
We consider using GCN to extract the structural information. Finally, we 
obtain the query representation 𝑸𝑸𝑔𝑔 and response representation 𝑨𝑨𝑔𝑔.  
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Directional connective network (DCN) (Cont’d) 
 Directional connectivity with ReasonVLAD 

Directional information is an important clue for cognitive reasoning. 
Using directional information could improve the accuracy of reasoning. 
We propose a semantic direction based GCN for reasoning. 

Next, based on the output 𝑫𝑫𝑡𝑡 of the sign function, we compute the 
adjacency matrix.   

where H indicates the adjacency matrix. 

Front In
form

 Technol E
lectro

n Eng



Directional connective network (DCN) (Cont’d) 
 Directional connectivity with ReasonVLAD 

After obtaining the output of the directional connectivity module, to 
enhance the information association of different modals and improve the 
reasoning ability, we design a ReasonVLAD module. 

Concretely, we first define the initial centers 𝜣𝜣 = {𝜽𝜽𝑖𝑖 ∈ ℝ𝑛𝑛, 𝑖𝑖 = 1, 2, … ,𝐾𝐾}. 
Next, the processes of ReasonVLAD are shown as follows: 

The advantage of ReasonVLAD is mainly that, with the help of the 
learned centers, this module can sufficiently capture the fused 
information, which reduces the loss of related information and then 
improves the reasoning ability. 
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Experimental results 
We evaluate our method on the VCR dataset. This dataset contains 
2.9×105 pairs of questions, answers, and rationales, over 1.1×105 
unique movie scenes.   

Fig. 7  Two qualitative examples for DCN. Correct choices are highlighted in blue  
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Experimental results (Cont’d) 
 Performance of our method 
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Experimental results (Cont’d) 
 Visualization analysis 

Fig. 8  t-SNE plot of conditional centers. Here, the red stars, blue circles, and green 
rhombuses indicate the initial centers and two different conditional centers, respectively. 
(a) and (b) are the computational conditions of blue and green centers, respectively 
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Conclusions 

 In this paper, we have proposed a directional connective network for 
visual commonsense reasoning, which includes mainly three graph-
based modules, i.e., visual neuron connectivity, contextualized 
connectivity, and directional connectivity with ReasonVLAD.   

 Visual neuron connectivity promotes a thorough understanding of 
visual content. Contextualized connectivity captures the relevance 
between linguistic features and global representations. Directional 
connectivity enhances the reasoning ability based on learned 
direction information. 

 Experimental results and visualization analysis demonstrated the 
effectiveness of the proposed method. 
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