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Introduction 

• Many real world applications, such as distributed computing 
systems and management of projects, human resources, or 
financial resources, are examples of task scheduling 
problems. 

• Task scheduling can be simply defined as the process of 
allocating dependent tasks to resources so as to minimize the 
total execution time. This problem is generally NP-complete. 

• Task scheduling is nonlinear due to the many constraints in 
the environment, tasks, and resources that must be 
considered.  

• A novel method is proposed to schedule tasks to a set of 
heterogeneous processors in a time-varying environment 
based on a linear switching state space (LS3) system. 
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System model 

• Task graph: A task graph is a directed acyclic graph (DAG) 
G=(V, E, λ, c) representing a program P according to the 
graph model, where V is the set of tasks in DAG, E is the set 
of edges in DAG, and λ is the instruction 

• Task: A task is defined as the most basic element where 
further parallelism is neither necessary nor possible. Hence, 
all of the instructions for a task execute sequentially 
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Scheduling method 

Fig. 1   Schematic of the linear switching state space 
(LS3) scheduling mechanism 
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Fig. 3  Flowchart of time-varying scheduling 
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Experimental results 

Fig. 5  Percentage improvement of LS3 to GA (Crăciun et al., 2010) for different 
CCRs and processor numbers 
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Conclusions 

• A time-varying heterogeneous multiprocessor system is 
assumed in which the computational power of each 
processor may change over time. 

• To schedule a DAG on such a multiprocessor system, we 
propose an algorithm based on a linear switching space 
model using a fuzzy heuristic approach. 

• The fuzzy decision-making procedure migrates a scheduled 
task on one processor to another to achieve a better 
makespan. 
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