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Abstract:    Human action recognition is currently one of the most active research areas in computer vision. It has been widely 
used in many applications, such as intelligent surveillance, perceptual interface, and content-based video retrieval. However, some 
extrinsic factors are barriers for the development of action recognition; e.g., human actions may be observed from arbitrary camera 
viewpoints in realistic scene. Thus, view-invariant analysis becomes important for action recognition algorithms, and a number of 
researchers have paid much attention to this issue. In this paper, we present a multi-view learning approach to recognize human 
actions from different views. As most existing multi-view learning algorithms often suffer from the problem of lacking data 
adaptiveness in the nearest neighborhood graph construction procedure, a robust locally adaptive multi-view learning algorithm 
based on learning multiple local L1-graphs is proposed. Moreover, an efficient iterative optimization method is proposed to solve 
the proposed objective function. Experiments on three public view-invariant action recognition datasets, i.e., ViHASi, IXMAS, 
and WVU, demonstrate data adaptiveness, effectiveness, and efficiency of our algorithm. More importantly, when the feature 
dimension is correctly selected (i.e., >60), the proposed algorithm stably outperforms state-of-the-art counterparts and obtains 
about 6% improvement in recognition accuracy on the three datasets. 
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1  Introduction 
 

In recent years, human action recognition is one 
of the most popular and important topics in computer 
vision. It has been widely used in many applications, 
such as human–computer interaction, medical treat-
ment, sports, and video surveillance, and has tre-
mendous economic importance. However, certain 
extrinsic factors, such as human body shape, cloth 
change, gesture, camera state, light, and background, 
are barriers to its development. Most of the existing 
human action recognition research works have to 

focus on objective constraints on environmental 
conditions, the action type, and the state of camera to 
make it solvable. Additionally, they require that the 
performed human actions are parallel to the camera 
plane (Bobick and Davis, 2001; Yu et al., 2005; Chen 
et al., 2006), which sometimes is not possible in real- 
world applications. Thus, most of them cannot be 
applied to realistic environments. To overcome these 
problems, some researchers have started to bring 
independent property into their recognition methods. 
View invariance is one of the hot topics that is im-
portant in video surveillance. It has already been used 
in object recognition (Srestasathiern and Yilmaz, 
2008; Raytchev et al., 2010), face recognition (Ashraf 
et al., 2008; Tian et al., 2008), and gait recognition 
(Jean et al., 2008). View-invariant human action 
recognition is trying to overcome the influence of 
different view angles of the input video and make it 
possible to recognize human action from any given 
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view. In the perspective of data representation, view 
invariance refers to the requirement that feature rep-
resentations of the same human action from different 
viewpoints are the same or similar to each other. In-
deed, it is a data representation problem that needs to 
be solved for view-invariant human action recogni-
tion. In light of this, a lot of researchers have pro-
posed various efficient methods for solving the 
view-invariant problem for human action recognition. 

As the low-level visual features usually cannot 
fully describe the high-level semantics of objects in 
computer vision and pattern recognition, multiple 
visual features are extracted and adopted for feature 
representation (Fu and Xian, 2001; Zheng and Ye, 
2006; Tang et al., 2011). Different from the traditional 
single features, these multiple features are from dif-
ferent feature space and have special physical mean-
ings, feature dimensions, and discriminative power. 
We call these multiple feature data as multi-view data 
(Xia et al., 2010). Many existing multi-view learning 
algorithms are based on the spectral analysis theory, 
which usually needs to build a nearest neighborhood 
graph to represent the geometric structure of data (de 
Sa Virginia, 2005; Zhou and Burges, 2007; Xia et al., 
2010). Thus, the performances of these algorithms 
rely on the reasonableness of the graphs. There are 
two widely used graph construction methods: the 
k-nearest neighborhood graph and the ε-ball graph. 
These methods are not data adaptive and sensitive to 
noise and outliers. Moreover, the former needs the 
user to set the nearest neighborhood number in ad-
vance and the latter requires the kernel parameter. 
However, these two parameters are often sensitive to 
the input data, and there is no natural way to auto-
matically tune them (Wen et al., 2011). As a result, it 
is time-consuming to obtain the best parameters in 
these two methods. In addition, in some previous 
works, as the Euclidean distance measure was used to 
find the neighborhoods, the effect of noise was not 
taken into account which may lead to poor perfor-
mance. Therefore, how to improve data adaptability 
and the robustness of graph construction method is an 
urgent problem. 

To resolve the aforementioned issues, we propose 
a robust locally adaptive multi-view learning (RAML) 
algorithm, which is based on sparse representation 
theory and has the advantages of the L1-graph with 
respect to the noise and outliers. In contrast to other 

existing L1-graph-related work, the L1-graph used in 
our work is local and robust. As the global L1-graph 
suffers from the problem of high computational cost, 
we adopt multiple local L1-graphs instead of the tra-
ditional global L1-graph during graph construction. 
As the approximated k-nearest neighborhood search 
is very efficient, our graph learning method is also 
very fast and efficient.  

 
 

2  Related work 
 
View-invariant human action recognition has a 

large number of real applications, such as intelligent 
video surveillance which aims to detect, track, and 
understand human behaviors from image sequences, 
video research, and computer games (Luo et al., 2003; 
Brémond et al., 2006). The existing view-invariant 
human action recognition methods can be broadly 
divided into the following four categories (Feng and 
Xiao, 2013): (1) spatial-temporal feature based 
methods, (2) probabilistic state-space based methods, 
(3) dimension reduction methods, and (4) motion 
trajectory based methods. 

The spatial-temporal feature based methods ac-
cumulate the observed values from motion sequences 
with respect to the time line to form spatiotemporal 
volumes and then extract visual features from these 
volumes, followed by human action recognition and 
classification using some classifiers with these fea-
tures. The first work that used the spatiotemporal 
volume was proposed by Syeda-Mahmood et al. 
(2001). They defined an action cylinder. Yilmaz and 
Shah (2005) proposed spatiotemporal volumes, which 
were derived from continuous contours. Weinland et 
al. (2006) made a visual hull based on multi-view 
information and then obtained motion history vol-
umes by accumulating the time line. Roh et al. (2010) 
introduced the definition of volume motion template 
and projected the motion template. Additionally, Yan 
et al. (2008) proposed an innovative four-dimensional 
motion feature model. 

The probabilistic state-space based methods treat 
each kind of human gestures as a state, calculate the 
probability of the conversion between states, and use 
the probability as the edge of the state graph. There-
fore, any sequence of actions can be regarded as a 
chain of these states. Then human action recognition 
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is achieved by obtaining the most probabilistic chain 
that matches the input sequence. Specially, there are 
three kinds of methods that have been used in view- 
invariant human action recognition: Bayesian net-
work (Natarajan et al., 2010), hidden Markov model 
(Wang et al., 2007; Weinland et al., 2007), and con-
ditional random fields (Natarajan and Nevatia, 2008). 

The dimension reduction based methods are the 
most widely used ones. They are efficient and robust 
in many cases. The main idea of these methods is to 
extract low-level features from the image sequences 
and then apply dimension-reduction algorithms to 
reduce feature dimension and recognize human action 
with special classifiers using the reduced features as 
the input. These methods can also be divided into two 
groups: linear methods, such as principal component 
analysis (PCA) (Wold et al., 1987), latent Dirichlet 
allocation (LDA) (Balakrishnama and Ganapathiraju, 
1998), and non-negative matrix factorization (Lee 
and Seung, 1999), and nonlinear methods, such as 
temporal lobe epilepsy (Lewandowski et al., 2010) 
and ISOmap (Balasubramanian and Schwartz, 2002). 

The motion trajectory based methods focus on 
the trajectories of human joints or interesting points 
and extract visual features from them. Rao et al. 
(2002) presented a motion trajectory based method by 
computing the degree of trajectory curvature and the 
magnitude of direction change. Parameswaran and 
Chellappa (2006) calculated the geometric invari-
ances of five key points on the same plane. Junejo et 
al. (2008) used the self-similarity of human motion 
trajectory and exploited the self-similarity matrix. 

In summary, the spatiotemporal feature based 
methods require much computational cost, and the 
probabilistic state-space based methods need much 
time in training the model. The main difficulty in the 
motion trajectory based methods is how to fast and 
correctly detect the motion trajectory. This process 
usually relies on a robust and efficient tracking algo-
rithm. The dimension reduction based methods are 
independent of the input video sequences and can be 
widely used with various visual features. Therefore, 
the dimension reduction based methods have attracted 
much attention in computer vision. In this study, our 
proposed approach belongs to this kind of methods. 

Multi-view learning was first proposed by Blum 
and Mitchell (1998) in their co-training algorithm. 
Under the assumption that different views are mutu-

ally independent, if there is a reasonably accurate 
classification result of one view, it can be used in other 
views to improve the recognition accuracy. However, 
if there is no mutual independence between different 
views, the algorithm’s result will be influenced. 

In the application of multi-view learning, re-
searchers have used feature information from differ-
ent views to obtain better performance than just using 
them from a single view. Spectral embedding learning 
has been widely used within many multi-view learn-
ing algorithms. Previous researchers liked to learn 
models from multiple views separately. Thus, the 
relevant information among different feature views 
are not taken into consideration. Based on the work of 
Long et al. (2008), Xia et al. (2010) proposed a multi- 
view spectrum embedding (MSE) algorithm. Alt-
hough the MSE algorithm has the advantage of rele-
vant information among different feature views, the 
user has to set the number of neighbors in advance to 
build the nearest neighborhood graph. Hence, this 
method has the disadvantage of lacking adaptability. 
Furthermore, some researchers overlooked the noise 
problem that may arise in many real-world applica-
tions. Hence, their proposed methods are not robust 
with the real-world noise. 

The fact that compared with the L2-norm, 
L1-norm (Donoho, 2006) is sparse has a strong 
physical meaning. In addition, L1-norm has the 
property of good data adaptability and is robust to 
noise. Therefore, we will propose the RAML algo-
rithm in this study. The RAML algorithm takes not 
only the local geometric structure information of data 
but also the useful complementary information be-
tween different views into account. Different from 
many existing L1-graph based methods, the RAML 
algorithm uses multiple local L1-graphs to speed up 
the graph construction phase. In the next section, we 
will introduce the details of our proposed RAML 
algorithm and apply it to deal with the view-invariant 
human action recognition problem. 

 
 

3  Visual feature representation 
 
In this study, we use three public view- 

invariant human action datasets, namely, ViHASi 
(http://dipersec.king.ac.uk/VIHASI/), IXMAS (http:// 
4drepository.inrialpes.fr/public/viewgroup/6), and 
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WVU (http://csee.wvu.edu/~vkkulathumani/wvu- 
action.html). 

ViHASi has synthesized silhouette images and 
motion capture data, including 31 viewpoints, 20 
types of actions, and 9 actors. IXMAS is captured 
from 5 different viewpoints and includes 14 types of 
actions performed by 11 actors. It provides videos, 
silhouette images, and volume data. WVU consists of 
12 types of actions, which are performed by 2 actors 
and captured from 8 viewpoints. More details about 
these three datasets are given in Section 5. 

For these three datasets, we use the silhouette 
image sequences as the input and extract visual fea-
tures from them. Specially, four kinds of silhouette 
features (Chen et al., 2010), i.e., Fourier descriptor, 
geometric signature, grid descriptor, and distance 
transform descriptor, are extracted from each frame of 
the input sequences. Hence, we can obtain many 
frame based visual features, which can be used to 
represent actions. 

As the frame number of different silhouette 
image sequences may not be the same, to obtain a 
fixed-length video based feature representation, we 
adopt the bag-of-words scheme (Yang et al., 2007). 
In detail, we first cluster the frame based visual 
features from different viewpoints and actions into 
multiple bag-of-visual-words (BOVW) using the 
training data. Then each silhouette image sequence 
can be converted to a fixed-length BOVW feature 
via the sparse coding method. Note that we process 
each kind of silhouette features separately; therefore, 
each video can be represented by four kinds of 
BOVW features. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Therefore, each dataset can be represented as 

1{ }id Ni m
iX 
 X   using the above learned BOVW 

features, wherein Xi
 is the ith kind of features, di the 

feature dimension of the ith feature, N the total 
number of silhouette image sequences, and m the 
number of features. 

 
 

4  Robust locally adaptive multi-view learning 
 
In computer vision and machine learning, many 

researchers have found that high-dimensional visual 
data often lie on a low-dimensional special subspace. 
The relationship between different visual data ap-
proximates a linear function. Thus, for any given 
datum, it can be represented by a linear combination 
of the other data. Meanwhile, different visual features 
have special discriminative power in action recogni-
tion, while the complementary information between 
different views is helpful in feature representation. 

To preserve the geometric structure information 
of data and exploit other useful information (Roweis 
and Saul, 2000; He et al., 2005), we propose the 
RAML algorithm in this study. The flowchart of the 
RAML algorithm is shown in Fig. 1. The main data 
process of our proposed algorithm includes three 
steps: (1) extraction of silhouette image sequences 
from the input multi-view videos, (2) extraction of 
multiple visual features based on the silhouette image 
sequences, and (3) application of the RAML algo-
rithm to learn a more compact and discriminative 
feature representation. Once such a new feature rep-
resentation is learnt, we can use many existing  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 1  Flowchart of our proposed RAML algorithm 
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classifiers, such as support vector machine (SVM) 
and decision tree, in the following action recognition 
phase. Next, we introduce our proposed RAML al-
gorithm in detail. 

To avoid confusion, we clarify that the word 
‘view’ in view-invariance means different viewpoints 
of camera, and in a multi-view, single-view learning 
means the homogeneous features from objects having 
the same single viewpoint. 

Our objective function is represented as follows 
(meanings for variables will be given later): 

 

T
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We have obtained four heterogeneous features 
above (Fourier descriptor, geometric signature, grid 
descriptor, and distance transform descriptor). Fur-
thermore, we show how to learn the homogeneous 
features using the sample data and these heteroge-
neous features. 

4.1  Single-view robust local L1-graph 

Assume we have N samples of human action 
data and the ith kind of visual features is clustered 
into di BOVWs. Therefore, the dataset is represented 
as 

1 2[ , , ..., ] id Ni i i i
N

 X x x x  in terms of the ith kind of 

visual features, and any datum i
px  (1≤p≤N) can be 

represented by a linear combination of the other data 
in the dataset (Mao, 2013): 

 

0min || || s.t. ,i i
p p p

w
w x X w               (1) 

 

where ||·||0 is the L0-norm and wpN×1. 

However, to solve the optimization problem, we 
have to consider all the possible combinations. The 
L0-norm in Eq. (1) is a non-convex and NP-hard 
problem. Donoho et al. (2006) proved that if Xi sat-
isfies the following condition: 

 

0Spark( ) 2 || || ,i
pX w  

 

where Spark(Xi) represents the smallest number of the 
linear dependent column vectors, then the optimiza-

tion problem has a unique solution. Afterwards, 
Candès and Romberg (2005) proved that under the 
restricted isometry property (RIP) condition, the re-
sults of the L0-norm and L1-norm are very similar 
(Donoho, 2006). To make Eq. (1) solvable, we replace 
the L0-norm constraint with the L1-norm constraint. 
We tend to construct the L1-graph to model the ge-
ometric structure information under each single view. 
As we know, the L1-norm constraint is of high 
computational complexity if the problem is a large- 
scale problem. To overcome this problem, we modify 
the global L1-graph by using a robust local L1-graph. 
Specially, we learn the robust local L1-graph as  
follows: 

1. As each datum relates only to a few locally 
similar data in the dataset, we find M nearest neigh-
bors for each datum. To speed up the searching pro-
cedure, we adopt the kd-tree algorithm to preprocess 
the data and search neighbors. The computational 
complexity of constructing the kd-tree structure is 
nearly O(Nlog N), which just requires O(log N) for 
searching the nearest neighbors. 

2. Using the nearest neighbors to construct a 
sub-dataset and solve a local L1-norm constrained 
problem, i.e., Eq. (2), we can obtain the local recon-
struction coefficient for each datum: 

 

1min || || s.t.  ,i i
p p M p

w
w x X w               (2) 

 

where 
1 2

[ , , , ] i

M

d Mi i i i
M i i i

 X x x x   (i1, i2, …, iM≤N, 

M≤N) represents the M neighbors of i
px  under the ith 

feature representation. 
In our experiment, we set M to 900. The per-

formance variation of our proposed RAML algorithm 
with respect to M is discussed in Section 5. 

Therefore, we reduce the high computational 
cost of the global L1-graph via learning local 
L1-graphs. Meanwhile, the advantages of L1-graph 
are included in our proposed RAML algorithm. 

In objective function (2), as we use the L1-norm 
constraint, wp is a sparse vector, which is the recon-

struction coefficient of datum .i
px  Once all the re-

construction coefficients of data are learnt, we can 
construct a local L1-graph according to them. The 
local L1-graph is defined as G={Xi, Wi}, where the 
data sample set Xi represents graph vertices and Wi is 
the graph weight matrix. We set Wi as follows: 
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( 1)
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                      (3) 

 

4.2  Graph based local optimization 

After obtaining the graph weight matrix (Wi) for 
each view, we wish to learn a more compact and 
representative low-dimensional feature representation 
of the original high-dimensional multi-view features. 
During feature dimension reduction, we hope to ex-
ploit the geometric structure information of the orig-
inal data. Recall that in the ith view, the feature matrix 

is 1 2[ , , ..., ] id Ni i i i
N

 X x x x   and the corresponding 

graph weight matrix is Wi. 

For each data point i
jx  and its k nearest neigh-

borhoods, we define a local region of datum i
jx  as 

( 1)
1[ , ,..., ] .id ki i i i

j j j jk
  X x x x   In a local patch, the 

relationship between the data points can be regarded 
as a linear function (Roweis and Saul, 2000; Zhou and 
Burges, 2007; Shen and Si, 2010). Thus, we adopt a 
local linear function to predict the low-dimensional 

feature of each datum in ,i
jX  i.e., : ,i i i

j j jf X Y  

where ( 1)
1[ , ,..., ] .i i i i d k

j j j jk
  Y y y y   Here, d is the 

dimension of the learned new feature representation. 
To hold the local geometric structure information 
embedded in the original feature space, we try to 
minimize the following local optimization objective 
function: 
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l

k
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Y
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where i
jw  is a weight vector selected from the jth row 

of Wi. Eq. (4) can be rewritten as follows: 
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   (5) 
 

where ek=[1, 1, …, 1]T, Ik a k×k identity matrix, tr(·) 

the trace operator, and ( 1) ( 1)i k k
j

  L   satisfying 
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(6) 

 
Thus, the local optimization objective function is 
equivalent to the following equation: 
 

Targmin tr( ( ) ).
i
j

i i i
j j j

Y

Y L Y                      (7) 

 

To jointly take the multi-view data into account, 
a non-negative view-weight vector is used to measure 
the importance of different kinds of visual features. 
So, we summarize all the m kinds of features and 
obtain the following objective function: 
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4.3  Global coordinates alignment 

For each local area ,i
jX  there exists a low- 

dimensional feature representation 1[ , ,i i i
j j jY y y

 
..., ].i

jky
 
 For all the data, we denote the correspond-

ing low-dimensional feature representation as Y=[y1, 

y2, …, yn]. If we use a selection matrix ( 1) ,i n k
j

 S   

we obtain .i i
j jY YS  The objective function described 

in Eq. (8) is equal to 
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Summarizing all the data points, we can obtain the 
following equation: 
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1

( ) .
m
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 L S L S  As Li=Di−Wi (Di is a 

transformation matrix which is diagonal), we have 
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Therefore, the abovementioned objective function (8) 
can be reformed as follows: 
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where αm×1 is a non-negative view-weight vector, 

which represents the weight for different kinds of 
visual features. α is set to be non-negative because we 
want to ensure that there is only positive relationship 
between different features, avoiding the negative 
additive effect. As Y is orthogonal, the solution is 
unique. To prevent the trivial problem of Eq. (7), we 
use the r power of αi instead of αi (Cheng et al., 2010). 
It brings in two benefits: one is the elimination of the 
trivial solution of objective function (11) and the 
other is the improvement in the original simple linear 
weight, furthermore strengthening the impact of dis-
criminative features on obtaining low-dimensional 
embedding. Then we have 
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4.4  Optimization method 

To solve Eq. (12), we propose an iterative opti-
mization scheme. First, we use a Lagrange multiplier 
and convert Eq. (12) to the following form: 
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Then we calculate the derivation of L with respect to 
αi and λ, and then set them to zeros, respectively. We 
have the following equations: 
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Based on Eqs. (13)–(15), we can obtain 
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Now, objective function (12) degenerates to 
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1

, .
m

r i i i
i n

i




 G G G L  Eq. (17) has an optimal 

solution, which can be obtained via eigenvalue de-
composition. The optimal value of Y is the eigen-
vector of G with respect to d smallest eigenvalues. 

Now, we obtain the optimization method for 
solving our proposed RAML algorithm (Algorithm 1). 

 
Algorithm 1    Robust locally adaptive multi-feature 
learning 
Input: the input dataset

1{ } ,id Ni m
iX 
 X   visual feature 

dimension d, and power value r. 

Output: Yd×n, where di≥d (1≤i≤m). 

Optimization procedure: 
1. Search M neighbors for each datum in X. 
2. Construct local L1-graph by solving Eq. (2). 
3. Calculate L according to Eq. (6). 
4. Calculate Gi (1≤i≤m) for each feature (initially α=[1/m,  

1/m, …, 1/m]). 
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5. Do the following iteration until reaches convergence: 
(1) Y=UT, where U=[u1, u2, …, ud] (u1, u2, ..., ud are 
the corresponding eigenvectors of d smallest ei-
genvalues of matrix G). 
(2) Calculate αi (Eq. (16)). 

 
 

5  Experiments 
 
In this study, we apply the proposed RAML al-

gorithm to the view-invariant human action recogni-
tion problem. We compare the RAML algorithm with 
other four widely used methods: principal component 
analysis (PCA), sparse representation for classifica-
tion (SRC) (Wright et al., 2009), latent Dirichlet al-
location (LDA), and multi-view spectral embedding 
(MSE) (Xia et al., 2010). We use three public view- 
invariant human action datasets in this experiment. 
The details about these datasets are listed in Table 1. 

For each dataset, four kinds of silhouette image 
visual features are extracted following Chen et al.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(2010). These features are Fourier descriptor, geo-
metric signature, grid descriptor, and distance trans-
form descriptor. Some examples from these three 
datasets are shown in Fig. 2. 

First of all, we randomly select 10% of data 
samples as the training dataset and the remainder the 
testing dataset. To make all the competitions fair, we 
tune the model-related parameters for each algorithm 
and use the optimal parameter settings, respectively. 
Once the new feature representation is learned, we 
adopt the SVM classifier to recognize the human 
action based on these new features. All the experi-
ments repeat 30 times, and we report the average 
accuracy of each algorithm. 

In the following experiment, we show perfor-
mance variation of our proposed RAML algorithm 
with respect to M, which is the number of nearest 
neighbors for each datum. From Fig. 3, we find that 
when M is larger than 900, the performances are al-
most the same; hence, we set M900 in our experi-
ment, considering the efficiency of the algorithm. 

As shown in Fig. 4, when the feature dimension 
is 120, our proposed algorithm can improve 7% 
recognition accuracy on WVU and 6% on ViHASi 
and IXMAS. It is interesting to see that multi-view 
learning algorithms such as MSE and RAML  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1  Information of experimental datasets 

Dataset 
Number of  
viewpoints 

Number of  
actors 

Number of 
actions 

ViHASi 31 9 20 
IXMAS 5 11 14 
WVU 8 2 12 

 

Fig. 2  Some sample images from IXMAS (a), ViHASi (b), and WVU (c) 
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outperform the other methods. It means that using 
multi-view features can improve the human action 
recognition accuracy. 

The convergence curves of our proposed opti-
mization method on the three datasets are shown in  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. We can see that our method converges within 
200 iterations. So, it indicates that the proposed op-
timization method is very fast.  

Similarly, we conduct another set of experiments, 
wherein half of the performers are randomly selected  

Fig. 4  Performance comparison results of different algo-
rithms on WVU (a), ViHASi (b), and IXMAS (c) 
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Fig. 3  Performance variation of the RAML algorithm 
with respect to M on WVU (a), ViHASi (b), and
IXMAS (c) 
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as the training dataset, while the remainder are used as 
the testing dataset. In fact, it is a cross-subject vali-
dation. Using the same parameters and repeating all 
the experiments 30 times, we obtain the results which 
are shown in Fig. 6. From Fig. 6, we find that if we 
correctly set the feature dimension (60), our  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
proposed method will consistently outperform the 
other methods. 

To validate the data adaptive property of our 
proposed local L1-graph, we count the number of the 
nearest neighborhood. The results are shown in Fig. 7. 
As we can see, in Fig. 7a, most of the vertices have  
 

Fig. 5  Convergence curves on WVU (a), ViHASi (b), 
and IXMAS (c) 
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Fig. 6  Performance comparison results of different algo-
rithms on WVU (a), ViHASi (b), and IXMAS (c) in an-
other set of experiments 
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more than 5 but less than 10 nearest neighbors, while 
a few vertices have less than 5 or more than 20 nearest 
neighbors. In Figs. 7b and 7c, most of the vertices 
have more than 5 but less than 10 neighbors or less 
than 5 neighbors. The underlying reason may be that 
the data samples in ViHASi are similar to each other if 
they belong to the same human action, because they 
are synthesized data, while those in the WVU and 
IXMAS have more differences. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6  Conclusions 

 
In this paper, we proposed a robust locally 

adaptive multi-view learning (RAML) algorithm 
based on multiple local L1-graphs and suggested an 
optimization method for solving it. We have applied 
the proposed RAML algorithm on three public da-

tasets to solve the view-invariant human action 
recognition problem. Compared with several other 
methods, the RAML algorithm consistently outper-
forms the other methods if the selected feature di-
mension is higher than 60. Meanwhile, we notice that 
the RAML algorithm involves solving eigenvalue 
decomposition problem, which is time-consuming. 
So, there are two key issues that should be carefully 
considered in the further work. One is how to reduce 
the computation cost, and the other is how to apply 
the RAML algorithm to deal with large-scale real- 
world problems. 
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