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Abstract:    A novel dual-edge implicit pulse-triggered flip-flop with an embedded clock-gating scheme (DIFF-CGS) is proposed, 
which employs a transmission-gate-logic (TGL) based clock-gating scheme in the pulse generation stage. This scheme condi-
tionally disables the inverter chain when the input data are kept unchanged, so redundant transitions of delayed clock signals and 
internal nodes of the latch are all eliminated, leading to low power efficiency. Based on SMIC 65 nm technology, extensive 
post-layout simulation results show that the proposed DIFF-CGS gains an improvement of 41.39% to 56.21% in terms of power 
consumption, compared with its counterparts at 10% data-switching activity. Also, full-swing operations in both implicit pulse 
generation and the static latch improve the robustness of the design. Thus, DIFF-CGS is suitable for low-power applications in 
very-large-scale integration (VLSI) designs with low data-switching activities. 
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1  Introduction  
 

In many digital very-large-scale integration 
(VLSI) architectures, the power dissipation of the 
clock system that comprises clock distribution net-
work and flip-flops (FFs) accounts for 30% to 60% of 
the overall system power, and 90% of the clock sys-
tem power is dissipated by the FFs and the last sec-
tions of the clock distribution network that directly 
drive the FFs (Kawaguchi and Takayasu, 1998). Scal- 
ing down the technology causes an increase in chip 
densities and clock frequencies, which increases the 
importance of low-power circuit designs. In particular, 
several factors such as the demand for portable de-
vices, thermal considerations, and environmental  
 

 
 
 
 

concerns have further increased the importance of 
low-power designs (Hyman et al., 2013). To reduce 
power dissipation in both clock distribution networks 
and FFs in modern digital VLSI designs, a wide range 
of technologies has been proposed to improve the 
performance of FFs, including clustered voltage 
scaling, dual-edge triggering, and clock gating. Usu-
ally, these technologies are combined to further im-
prove the performance of the design. Depending on 
these methods, a variety of high-performance low- 
power FFs have been proposed in the literature (Klass 
et al., 1999; Stojanovic and Oklobdzija, 1999; Ko and 
Balsara, 2000; Wu et al., 2000; Kong et al., 2001; 
Nedovic et al., 2002; Kulkarni and Sylvester, 2004; 
Zhao et al., 2004; Strollo et al., 2005; Teh et al., 2006; 
Goh et al., 2007; Teh et al., 2011; Phyu et al., 2011; 
Hwang et al., 2012; Wu and Shen, 2012; Judy and 
Kanchana Bhaaskaran, 2012; Shen et al., 2015).  

Pulse-triggered FFs (P-FFs) have gained greater 
popularity over conventional transmission gate (TG) 
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and master–slave-based FFs for high-speed and 
low-power applications (Klass et al., 1999; Ko and 
Balsara, 2000; Strollo et al., 2005; Teh et al., 2011). A 
P-FF is characterized by zero or even negative setup 
time by allowing time borrowing across the clock 
edge, which includes a pulse-generating stage and a 
data-latching stage. Besides its soft edge property, its 
concise latch structure reduces the power consump-
tion of the clock system. According to the pulse gen-
eration method, P-FFs can be divided into explicit 
(eP-FF) and implicit (iP-FF) types, which have dif-
ferent attributes. First, iP-FF is often considered to be 
more power-efficient than eP-FF, because the former 
controls merely the discharge clock branches while 
the latter needs to generate a pulse independently. 
Second, eP-FFs’ pulse generators can be shared by 
neighboring FFs, which helps in distributing the 
power overhead of the pulse-generating stage across 
other FFs (Teh et al., 2006). However, when applying 
a clock-gating scheme in eP-FFs, gating functions of 
multiple latches should be similar and the pulse 
should be physically close to its latches to prevent 
pulse distortion. Also, the capacitive load of the pulse 
generator should be considered for the safety of pulse 
delivery from the clock source to latches (Kim et al., 
2011). However, these problems can be greatly alle-
viated in an iP-FF due to some of its features. As a 
consequence, on the basis of the clock triggering 
edge control technique proposed in our former pub-
lication (Xiang et al., 2013; Shen et al., 2015) and 
classical dual-edge triggering logic, a novel power- 
efficient dual-edge iP-FF with an embedded clock- 
gating scheme is proposed, which is feasible for 
blocking one or two triggering edges of the clock 
signals if they are redundant. 

 

 

2  Review of low-power techniques for clock 

systems and state-of-the-art pulse-triggered 

flip-flops 

 
Switching power consumption is one of  

the primary components of the total power consump-
tion in complementary metal–oxide–semiconductor 
(CMOS) circuits, and is caused by charging and dis-
charging the load capacitances. It can be expressed by 
(Zeitzoff and Chung, 2005; Shen et al., 2015) 

 P=αCV2f, (1) 

 
where C is the node capacitance, V is the supply 
voltage, f is the clock frequency, and α is the  
switching activity factor. According to these factors, 
various techniques are presented to save the power 
consumption of FFs.  

2.1  Clustered voltage scaling  

Clustered voltage scaling (CVS) is an effective 
way to decrease the power consumption, since the 
switching power is proportional to the square of the 
supply voltage (Kulkarni and Sylvester, 2004). In the 
CVS scheme, by using low supply voltage (VDDL) in 
speed-insensitive paths and high supply voltage 
(VDDH) in critical paths, the circuit can considerably 
reduce power consumption without degrading its 
performance. However, the positive-channel metal– 
oxide–semiconductor (PMOS) transistor of the 
VDDH block cannot be shut off completely if it is 
directly driven by the output of the VDDL block, 
which causes great static power. Therefore, a level- 
converting circuit is needed between these two blocks 
for converting low-swing input into high-swing out-
put. Since this scheme can be combined with many 
other low-power techniques, it will not be discussed 
separately in this paper.  

2.2  Dual-edge triggering  

Using dual-edge FFs by cutting the frequency of 
the clock by one half will save approximately half of 
the power consumption on the clock distribution 
network. For example, Fig. 1 shows an improved 
static dual edge-triggered FF (SDETFF), which con-
tains a head-end sampling stage and an XNOR logic- 
based pulse generator (Goh et al., 2007). The inverted 
clock signal CLKB is generated by only one inverter, 
which successively decreases the number of transis-
tors. Inputs are straightly delivered to T and TB dur-
ing the transparent period, which leads to a concise 
latch. However, redundant pulses are still generated 
when the input stays unchanged, resulting in a great 
dynamic power consumption.  

2.3  Conditional operation techniques 

For most dynamic and semi-dynamic FFs,  
periodic clock signal triggering results in redundant 
transitions at internal nodes without changing the 
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output when the input stays unchanged (Zhao et al., 
2004). So, reducing these redundant transitions has a 
strong effect of minimizing power consumption. For 
this purpose, we extensively study the various  
techniques proposed in the literature, which can be 
classified as conditional capture, conditional pre- 
charge, and conditional discharge. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                           
 
 
 

2.3.1  Conditional capture technique  

This technique is proposed to disable redundant 
internal transitions, and has achieved significant 
power reduction with little delay penalty (Fig. 2.) In 
this scheme, the path from the delayed clock to the 
discharge path of the internal node X is controlled by a 
Q-related signal. After sampling a high-input signal, 
the output will be charged high to keep the transparent 
window off, which prevents redundant transitions at  
 
 

 
 
 
 
 
 
 
 
 
 

the internal node. For example, the conditional cap-
ture FF (CCFF) (Kong et al., 2001) achieves great 
power reduction by eliminating internal redundant 
transitions. However, the conditional capture tech-
nique leads to a dissipation in redundant power by 
gate controlling the delivery of the delayed clock 
signal to the first stage. 

2.3.2  Conditional pre-charge technique 

To overcome the difficulties of the conditional 
capture technique, the conditional pre-charge tech-
nique is presented (Fig. 3), where a PMOS transistor 
controlled by a signal is inserted in the pre-charge 
path to avoid pre-charging the internal node X when 
the input D is kept high. For example, an improved 
FF called dual-edge conditional pre-charge FF 
(DE-CPFF) employs this technique, whose control 
signal is Q (Nedovic et al., 2002). However, this 
technique suits only implicit FFs and is difficult to use 
in dual-edge triggering mechanism because it would 
need more transistors. 

 
 
 
 
 
 
 
 
 
 
 
 
 

2.3.3  Conditional discharge technique 

Fig. 4 shows the conditional discharge technique, 
which is applied for both eP-FFs and iP-FFs. In  
this technique, a negative-channel metal–oxide– 
semiconductor (NMOS) transistor controlled by a 
signal is inserted in the discharging path, which not 
only reduces redundant transitions at the internal node, 
but also maintains a small D-QB delay. For example, 
a conditional discharge FF (CDFF) is proposed based 
on this technique (Fig. 5) (Zhao et al., 2004). When 
the input changes from low to high, the controlled 
signal Qfb shuts down the discharging path of the first 
stage until the input changes again. Fig. 2  Conditional capture technique 

Fig. 3  Conditional pre-charge technique 

Fig. 1  Static dual edge-triggered flip-flop circuit: 
(a) XNOR pulse generator; (b) sampling stage 
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2.4  Reducing capacity of the clock load 

Usually, the activity factor of clocked nodes is 
100%, while that of non-clocked nodes is about 10% 
(Weste, 2006; Hwang et al., 2012). So, minimizing 
the number of clocked transistors to reduce clock load 
is an effective way to reduce the power of a clock 
system. For example, an improved design proposed 
by Hwang et al. (2012), named conditional pulse- 
enhancement FF (CPEFF), uses only one inverter to 
generate the delayed clock signal (Fig. 6). Also, 
CPEFF uses the feedback Qfb to conditionally control 
the discharging path of node X. 

2.5  Clock-gating technique 

In most cases, redundant switching of the clock 
results in a great deal of unnecessary power dissipa-
tion. So, the clock-gating technique is proposed, 
which can suppress the redundant transitions of clock 
with respect to the master clock, leading to great 

power reduction (Fig. 7). Clearly, this scheme exhib-
its several advantages: no redundant transitions in the 
internal node of the FF in idle cycles; no need for 
conditional pre-charge or discharge blocks since the 
redundant clock signals are blocked when the input 
stays unchanged (Wu et al., 2000). 

 
 
 
 
 
 
 
 
                         
 
 
 
 

 
 

 

 

 
 
 
 

 

A variety of FFs based on this technique have 
been presented in the literature. For example, a clock- 
gated sense-amplifier FF (CG-SAFF) exhibits ag-
gressive power reduction by adopting a clock-gating 
scheme that performs well at low switching activities 
(Phyu et al., 2011). However, because the output ‘1’ 
signal is driven by only NMOS transistors, the in-
ternal nodes in the clock pulse generator suffer from 
the threshold voltage degradation problem (TVDP), 
which leads to a long delay. A design of negative- 
edge-triggered FF with the clock-gating feature 
(CG-NFF), which is suitable for low-power applica-
tions (Judy and Kanchana Bhaaskaran, 2012), also 
suffers from TVDP just as CG-SAFF, due to the  
single-pass transistor employed in the pulse generator. 
Furthermore, it should be noted that if D makes a 
transition when CLK=0, the comparator in the pulse 
generator changes its output from high to low, which 
causes the NOR-gate output to change from low to 
high and to produce a pulse at the output of the  

Fig. 7  Clock-gating technique 

Fig. 6  Conditional pulse-enhancement flip-flop circuit 
(Hwang et al., 2012) 
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generator. So, the output of the latch will be changed 
without respect to the edge of the input CLK, leading 
to the race problem (Geng et al., 2016).  

From the analysis above, we can find that both 
conditional operation techniques and clock-gating 
techniques are efficient methods for reducing power 
by avoiding redundant transitions of internal nodes. 
So, to design an iP-FF with the target of low power, 
we have not only combined the above low-power 
techniques such as dual-edge triggering, reducing 
clock load, and clock gating, but also modified the 
embedded clock-gating scheme. 

 
 
3 Dual-edge implicit flip-flop with an em-
bedded clock-gating scheme 

 
After thoroughly analyzing the merits and 

weaknesses of existing FF designs, a novel dual-edge 
iP-FF with an embedded clock-gating scheme 
(DIFF-CGS) is designed by combining a modified 
clock-gating scheme with the dual-edge triggering 
technique. The schematic diagram of DIFF-CGS is 
made up of two parts: the implicit pulse generation 
stage with an embedded clock-gating scheme and a 
static latch (Fig. 8). 

In DIFF-CGS, the clock-gating scheme is im-
plemented by embedding a control circuit in the 
adaptive clocking inverter chain, which obtains the 
capability for judging and suppressing redundant 
delayed clock signals. Different from the clock-gating 
scheme employed in CG-SAFF which produces weak 
‘1’ signals by pass-transistor-logic (PTL) based 
comparators causing improper operations, especially 

in low-voltage schemes, the clock-gating scheme  
in our design is implemented by employing a  
transmission-gate-logic (TGL) based comparator and 
is consequently free from the TVDP, which greatly 
improves the robustness of the design. Note that due 
to the implicit pulse feature of our proposed design 
where the pulse and its latch are physically close, 
pulse distortion can be wisely avoided, which makes 
it easier to preserve the clock shape when delivering 
the pulse from the clock source to the latch. 

To ensure the efficiency of double-edge clock 
triggering in an implicit environment, the clock 
branches (N5, N6) and (N7, N8) are shared by the 
latch. The advantage of this sharing structure lies in 
the fact that the number of clocked transistors is re-
duced, which results in a great power reduction. 
Compared with the CDFF’s latch, the conditional 
discharge technique is not needed in the proposed 
latch, since there are no redundant transitions at in-
ternal node X by suppressing all the unnecessary 
pulses. A pseudo-NMOS transistor P2 (a weak PMOS 
transistor with the gate connected to the ground) is 
applied in the static latch, and the keeper circuit for 
node X can be omitted. Although P2 is always on, the 
short current occurs only once when D makes a 0–1 
transition during the evaluation phase, and the dis-
charging path stays on for just a short moment, re-
sulting in only a little short-circuit power. Then the 
discharging path is shut down by delayed clock sig-
nals CLK3 or CLK4. Furthermore, the output keeper 
(cross-couple inverters) offers protection against  
direct coupling noise and provides a feedback signal 
for the comparator in the implicit pulse generation 
stage. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8  Dual-edge implicit flip-flop with an embedded clock-gating scheme 
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The operational principle of the proposed FF is 
explained as follows. When D and Q are different, the 
TGL-based comparator sends out a high logic signal, 
so that N1 and N2 in the clock inverter chain con-
trolled by Y are turned on and P1 is turned off. As a 
result, the desired inverted and delayed clock signals 
(CLK3 and CLK4) are generated, controlling the 
clocked transistors N5 and N7. At the rising edge of 
the clock, CLK and CLK3 will be high for a short 
while, which turns on the left clock branch (N5 and 
N6). At the falling edge of the clock, the right clock 
branch (N7 and N8) will be turned on for a short time 
when CLK1 and CLK4 are both high. As a result, the 
FF is in an evaluation stage when either clock branch 
works. If D makes a 0–1 transition, the internal node 
X will be lowered through N3 and one of the clock 
branches, and then Q is raised to a high level by P3; if 
D makes a 1–0 transition, output Q is lowered through 
N4 and one of the clock branches. When D and Q are 
the same, the TGL-based comparator sends out a low 
logic signal, which shuts down N1 and N2 and turns 
on P1, so CLK2 will eventually be charged to a high 
level by P0, and CLK3 will be kept low. Meanwhile, 
node T is charged to a high level by P1 and then CLK4 
is lowered down to the ground. So, the clocked tran-
sistors N5 and N7 are turned off by CLK3 and CLK4, 
respectively, and the FF remains unchanged until the 
input makes a transition again, resulting in a great 
reduction in power.  

From the analysis above, it can be concluded that 
if the input D stays unchanged, the clock inverter 
chain is disabled and the redundant delayed clock 
signals are blocked, so unnecessary charging and 
discharging of the clocked transistors is reduced. In 
this condition both the clock branches are shut off, so 
the internal node X is kept at a high level, resulting in 
no redundant transitions at this node. Moreover, due 
to the embedded clock-gating scheme, the size of the 
clock inverter chain is reduced, which helps improve 
the power and delay performance of the design and 
save the layout area. As a result, DIFF-CGS exhibits a 
low-power characteristic when data activities are low. 

 

 
4  Simulation results and comparisons 
 

The performance of the proposed P-FF design is 
evaluated against existing designs. In Zhao et al. 

(2004), it has been proven that CDFF outperforms 
CCFF and DE-CPFF in both D-QB delay and power 
consumption. Pre-simulation has proved that 
CG-SAFF (Phyu et al., 2011) has a very long delay 
and even an incorrect logic functionality, especially 
when applied to low-voltage systems, because the 
voltages of derived controlling nodes (X and Y) be-
come too low to turn on the NMOS transistors. Also, 
CG-NFF (Judy and Kanchana Bhaaskaran, 2012) has 
race problems as described in Section 2. So, we will 
not compare these four FFs. The designs compared 
are SDETFF (Goh et al., 2007), CDFF (Zhao et al., 
2004), and CPEFF (Hwang et al., 2012).  

Layout-level simulation results are obtained 
from HSPICE for the SMIC 65 nm logic low leakage 
CMOS process technology at room temperature. All 
parasitic capacitance and resistance are extracted 
from the layouts so that the circuits can be simulated 
more accurately. The supply voltage VDD is 1.2 V, 
and the clock frequency of single-edge FFs is 1 GHz; 
the clock frequency of dual-edge FFs is 500 MHz, and 
the input D is pseudorandom data with an activity 
factor of 10%. The transistor sizes are optimized to 
minimize the power-delay product (PDP) of the FFs 
using an iterative procedure introduced by Stojanovic 
and Oklobdzija (1999), and the layout of the 
DIFF-CGS is shown in Fig. 9. We use the same sim-
ulation test-bench as introduced by Zhao et al. (2004). 
The inputs (data and clock) are driven by fixed  
buffers, and the outputs are required to drive an output 
load of 20 fF. Furthermore, we have used the state-
ments ‘.IC VQ/VQB=VDD/0’ in our HSPICE files to 
define the initial states of the output and set the  
worst case as the power parameter in the specific  
simulation. 

 
 
 
 
 
 
 
 
 
 
Fig. 10 shows the snapshots of the transient 

waveforms for DIFF-CGS, which demonstrates that 
the proposed design has correct logic functionality, 

Fig. 9  Layout of dual-edge implicit pulse-triggered 
flip-flop with an embedded clock-gating scheme 
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and redundant pulses are suppressed. As is obvious 
from Fig. 10, if D stays unchanged, CLK3 and CLK4 
will be blocked and kept low. The delay parameter we 
use is the minimum D-QB delay, including both setup 
time and CLK-QB delay, so the delay characteristics 
can be reflected more appropriately. The D-QB delay 
is obtained by sweeping the time of low-to-high and 
high-to-low transition of input data, and the minimum 
delay corresponding to optimum setup time is rec-
orded. Usually, the minimum D-QB delays differ for 
low-to-high and high-to-low transitions, and the 
worst minimum D-QB delay is chosen. The total 
average power consumption includes internal latching 
power of the FF, local input clock driving power, and 
local data driving power, but excludes the power 
dissipated on switching the output load capacitance, 
considering the loading effect on the previous stage 
and the clock tree. Note that the internal latching 
power includes dynamic power, short circuit power, 
and leakage power (Geng et al., 2016). Moreover, 
DIFF-CGS and its counterparts (SDETFF and CDFF) 
are all of dual-edge triggering logic. So, to make the 
power comparisons among different FFs fair and 
realistic, we carefully make sure that the FFs capture 
the input signal transitions equally at both the rising 
and falling edges of the clock. 

Table 1 summarizes the comparisons of the FFs 
in terms of transistor count, layout area, setup time, 
hold time, minimum D-QB delay, total average power, 
clock and data driving power, latching power, and 
optimal PDP at a typical corner. Even though DIFF- 
CGS has the most transistors, its layout area is not the 
largest due to the reduced-size implicit-pulse genera-
tion and the concise structure of the latch. In terms of 

delay, DIFF-CGS features the longest minimum 
D-QB delay because of the positive setup time. It is 
caused by the embedded clock-gating scheme; i.e., 
the output signal Y of the TGL-based comparator 
should be stable to turn on the inverter chain to judge 
the passage of the input clock. The setup time is 
measured as the optimal time to minimize D-QB 
delay. The relationship of D-QB delay and CLK-QB 
delay with respect to the setup time is presented in 
Fig. 11. In terms of power metric, DIFF-CGS gains 
the minimum total average power at a 10% data- 
switching activity, which is 53.33%, 56.21%, and 
41.39% less than SDETFF, CDFF, and CPEFF, re-
spectively. Due to the considerable savings in power 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table 1  Comparison of various flip-flop designs* 

Parameter 
Value 

SDETFF CDFF CPEFF DIFF-CGS 

Number of transistors 18 30 19  31 
Layout area (μm2) 31.57 42.33 30.93 37.86 
Setup time −128.27 −126.07 −51.46 78.67 
Hold time 217.39 186.51 174.45 180.39 
Minimum D-QB delay (ps) 167.30 191.80 181.39 292.12 
CLK driving power (μW) 5.927 3.420 7.414 1.433 
Data driving power (μW) 0.171 0.099 0.135 0.425 
Latching power (μW) 9.048 12.626 4.513 5.211 
Total average power (μW) 15.146 16.145 12.062 7.069 
PDP (fJ) 2.534 3.097 2.188 2.065 

* Power dissipation is measured when the data-switching activity is 10%. SDETFF: static dual edge-triggered flip-flop; CDFF: condi-
tional discharge flip-flop; CPEFF: conditional pulse-enhancement flip-flop; DIFF-CGS: dual-edge implicit flip-flop with an embedded 
clock-gating scheme. PDP: power-delay product 

 

Fig. 10  Transient waveforms of dual-edge implicit flip-flop
with an embedded clock-gating scheme 
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consumption, the PDP value of DIFF-CGS gains an 
improvement of 18.51%, 33.32%, and 5.62% against 
SDETFF, CDFF, and CPEFF, respectively, given the 
same condition.  

Note that the leakage power of each FF in our 
simulation setup at a typical corner (VDD=1.2 V and 
T=25 °C) is in the pecowatt (pW) range, which is less 
than 2% of the total average power. So, it can be 
concluded that the dynamic power is the main source 
of the total average power (here the short-current 
 

 
 

 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

power can also be ignored). To evaluate the effect of 
process variations on all designs, Table 2 shows the 
comparison of leakage power consumption under 
different combinations of clock and input data for the 
worst-case condition (VDD=1.3 V and T=125 °C). As 
is obvious from Table 2, although the proposed design 
consists of more transistors, the leakage power of 
DIFF-CGS is about the same level as its rival designs, 
which is attributed mainly to the transistor-stacking 
effect in the implicit reduced-size pulse-generation 
stage and the concise full-swing static-latching stage. 
The SDETFF design experiences the worst leak- 
age power consumption because of the nonfull- 
swing internal nodes in its XNOR-logic-based pulse  
generator. 

To characterize the power consumption and the 
PDP as a function of data-switching activities, five 
test patterns, which represent 0% (all-zero or all-one),  
10%, 25%, and 50%, respectively, are applied 
(Fig. 12). The power dissipation of DIFF-CGS at 
different switching activities is shown in Fig. 12a. 
The simulation results show that the proposed design 
outperforms its rival designs when the data-switching 
activity is less than 37.5%. Also, note that the short- 
current power in the proposed latch is greatly reduced 
by using the split latch scheme where different input 
transitions are distributed at different stages. Based on 
all the above simulation results and corresponding 
discussions, it can be concluded that there are four 
specific reasons for its low-power characteristic. First, 
DIFF-CGS applies dual-edge triggering logic, which 
cuts the clock frequency by one half and greatly re-
duces the power in the clock network. Second, due to 
the embedded clock-gating scheme, not only the re-
dundant delayed clock signals but also the redundant 
internal nodes transitions are suppressed to save more 
power. Third, the short-circuit current in the second 
 

 
 
 
 
 
 
 
 
 

Table 2  Leakage power comparison 

Specific values 
Leakage power (nW) 

SDETFF CDFF CPEFF DIFF-CGS 

(CLK, Data)=(0, 0) 20861.90 34.64 32.25 38.28 

(CLK, Data)=(0, 1) 9603.72 42.38 39.91 37.37 

(CLK, Data)=(1, 0) 20735.60 30.41 34.82 40.26 

(CLK, Data)=(1, 1) 9588.75 38.15 33.77 30.78 

Average  15197.49 36.39 35.19 36.67 
FF: flip-flop; SDETFF: static dual edge-triggered flip-flop; CDFF: conditional discharge flip-flop; CPEFF: conditional pulse-enhancement 
flip-flop; DIFF-CGS: dual-edge implicit flip-flop with an embedded clock-gating scheme 

Fig. 11  Delay performances of  various designs: (a) D-QB
delay versus setup time settings; (b) CLK-QB delay versus
setup time settings 
SDETFF: static dual edge-triggered flip-flop; CDFF: condi-
tional discharge flip-flop; CPEFF: conditional pulse-
enhancement flip-flop; DIFF-CGS: dual-edge implicit flip-
flop with an embedded clock-gating scheme 
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stage is greatly reduced since the short-current power 
of the latch occurs only at the pseudo-NMOS tran-
sistor (P2) when the input D makes a 0–1 transition 
and is also small (less than 5% of the total power). 
Fourth, the reduced number of clocked transistors due 
to the sharing scheme of both clock branches helps 
further reduce the power. However, DIFF-CGS con-
sumes more power at high data-switching activities, 
because the clock signal is not blocked in most of the 
time, and the power consumption of the increased 
number of transistors outweighs the power savings 
due to the reduced transitions. Fig. 12b shows the 
PDP of DIFF-CGS at different switching activities, 
and the simulation results show that the proposed 
design outperforms its counterparts when the data- 
switching activity is less than 13.2%. Usually the data 
activity factor of a typical CMOS logic is in the range 
of 0.08–0.12, while the clock activity factor is 100% 
(Weste, 2006). So, the proposed design is quite suit-
able for non-critical paths with low data-switching 
activities. 

  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

To compare the influence of process variations 
on the FFs, four FFs are simulated through different 
process corners under a condition of a 10% data- 
switching activity. All FFs function correctly subject 
to process variations, and the results are shown in  
Fig. 13. It is obvious that DIFF-CGS gains power 
improvements in all four corners, but its delay is still 
the largest in all corners. Moreover, with the purpose 
of analyzing the robustness of the FFs against random 
process variations, Monte-Carlo (MC) simulations of 
power and delay performances are performed  
with process–voltage–temperature (PVT) variations, 
where three combinations of supply voltage (about 
8.3% variation) and temperature are applied (Maxim 
and Gheorghe, 2001). Meanwhile, for each combina-
tion, 500 MC simulation iterations are conducted 
based on an MC model provided by the foundry’s 
process design kit (PDK). The simulation results with 
process and PVT variations are shown in Table 3 and 
Table 4, respectively. The results show that DIFF- 
CGS has the lowest mean power and standard  
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12  Different data-switching activities: (a) power dis-
sipation; (b) PDP performance 
SDETFF: static dual edge-triggered flip-flop; CDFF: condi-
tional discharge flip-flop; CPEFF: conditional pulse-
enhancement flip-flop; DIFF-CGS: dual-edge implicit flip-
flop with an embedded clock-gating scheme 
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Fig. 13  Different process corners: (a) power dissipation;
(b) delay 
SDETFF: static dual edge-triggered flip-flop; CDFF: con-
ditional discharge flip-flop; CPEFF: conditional pulse-
enhancement flip-flop; DIFF-CGS: dual-edge implicit flip-
flop with an embedded clock-gating scheme 
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deviation compared with the others, meaning that 
DIFF-CGS is more robust with PVT variations. In 
terms of delay, DIFF-CGS still has the largest delay 
with PVT variations due to its large setup time. 
 
 
5  Conclusions 

 
We proposed a novel dual-edge implicit 

pulse-triggered flip-flop with an embedded clock- 
gating scheme (DIFF-CGS) exhibiting excellent 
power reduction by means of employing a clock- 
gating scheme in pulse generation, which condition-
ally disables the inverter chain to block the redundant 
delayed clocked signals and reduce the redundant 
transitions of internal nodes when the input data are 
kept unchanged. Based on SMIC 65 nm technology, 
extensive post-layout simulation results show that 
DIFF-CGS gains an improvement of 41.39% to 
56.21% in terms of power consumption against its 
rival designs at 10% data-switching activity at a typ-
ical corner. Also, full-swing operations in both im-
plicit pulse generation and the static latch improve the 
robustness of the design. Therefore, the proposed 
DIFF-CGS is quite suitable for power-efficient ap-
plications in VLSI designs that are not sensitive to 
delay. 
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