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Abstract: Inspired by the compound eyes of insects, many multi-aperture optical imaging systems have been
proposed to improve the imaging quality, e.g., to yield a high-resolution image or an image with a large field-of-
view. Previous research has reviewed existing multi-aperture optical imaging systems, but few papers emphasize
the light field acquisition model which is essential to bridge the gap between configuration design and application.
In this paper, we review typical multi-aperture optical imaging systems (i.e., artificial compound eye, light field
camera, and camera array), and then summarize general mathematical light field acquisition models for different
configurations. These mathematical models provide methods for calculating the key indexes of a specific multi-
aperture optical imaging system, such as the field-of-view and sub-image overlap ratio. The mathematical tools
simplify the quantitative design and evaluation of imaging systems for researchers.
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Light field acquisition model
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1 Introduction

Over the past few decades, the imaging per-
formance of single-aperture optical imaging devices,
such as the single-lens reflex (SLR) camera, has been
significantly improved. However, because a space
point can be recorded by only one pixel in an imag-
ing sensor, the ability to obtain more information
about the scene (e.g., the depth of imaged objects)
is limited. Generally, digital imaging sensors, e.g.,
complementary metal oxide semiconductor (CMOS)
and charge coupled device (CCD), are flat, which ac-
counts for the difficulty of adapting the optical device
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with wide field-of-view (FOV) imaging (i.e., obvious
chromatic aberration and distortion). In addition,
one imaging sensor cannot meet both wide FOV and
high-resolution requirements.

To reach some goals such as high resolution,
wide FOV, depth information acquisition, and multi-
target detection, many multi-aperture optical imag-
ing systems have been proposed since the begining
of the 20th century. Multi-aperture optical imag-
ing systems are based on the compound eye of in-
sects (Land, 1989; Wen et al., 2019), which has the
advantages of small volume, wide FOV, and high
sensitivity to moving targets. Researchers refer to
multi-aperture optical imaging systems as the arti-
ficial compound eye (ACE) (Gong et al., 2013; Hao
and Li, 2015; Wu SD et al., 2017; Cheng et al., 2019)
and the light field camera and camera array (Wu G
et al., 2017; Zhu H et al., 2017).
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In ACE research (Gong et al., 2013; Hao and Li,
2015; Wu SD et al., 2017; Cheng et al., 2019), ex-
isting ACEs were classified and the preparation and
application prospects of ACE were introduced, but
the light field acquisition model was not included.
Also, the use of the light field camera and planar
camera array (Wu G et al., 2017; Zhu H et al., 2017)
was introduced to obtain discrete light field infor-
mation. Then, concerning the light field technique
(Levoy, 2006), which is a key area of computational
photography (Suo et al., 2012), researchers have
analyzed the light field representation and calcula-
tion method.

An ACE consists of multiple imaging apertures,
which are called sub-eyes. These sub-eyes can be
an individual lens module or a combination of a mi-
crolens array and common imaging sensors. Because
a single camera has all the elements of a lens mod-
ule, a camera array is actually an ACE with a planar
structure. Different from ACEs, a light field cam-
era inserts a microlens array behind the main lens
of an ordinary camera. However, after a decoding
operation, as in planar ACEs, sub-images from dif-
ferent viewpoints can be obtained. Thus, a light
field camera is a special planar ACE. Summarizing
current research, the ACE, light field camera, and
camera array have common characteristics: multiple
imaging apertures are integrated, and the relative
position of each imaging aperture conforms to the
symmetrical arrangement rule. Therefore, one can
refer to these systems collectively as multi-aperture
optical imaging systems.

Multi-aperture optical imaging systems inte-
grate preparation technology, optical design, and
machine vision algorithms, and they have great value
in applications such as reconnaissance, image navi-
gation, computational photography, and medical en-
doscopy. The mathematical light field acquisition
models play an essential role in closing the gap be-
tween configuration design and application during
research. However, there is little research that sum-
marizes light field acquisition for multi-aperture op-
tical imaging systems.

In this paper, some typical multi-aperture op-
tical imaging systems are enumerated and catego-
rized. In contrast to other research, general mathe-
matical light field acquisition models are summarized
for different kinds of multi-aperture optical imaging
systems. Based on the models, it will be easier to

quantitatively analyze the configuration design and
carry out information processing research. In addi-
tion, the basic applications of multi-aperture optical
imaging systems are analyzed referring to the light
field acquisition models.

The rest of this paper focuses on three aspects:
(1) typical multi-aperture optical imaging systems,
(2) general light field acquisition models, and (3) the
application analysis of multi-aperture optical imag-
ing systems.

2 Typical multi-aperture optical imag-
ing systems

In previous research (Gong et al., 2013; Hao and
Li, 2015; Wu G et al., 2017; Wu SD et al., 2017;
Zhu H et al., 2017; Cheng et al., 2019), some typical
multi-aperture optical imaging systems have been
enumerated and the performance has been compared
from different perspectives. The development trend
of multi-aperture optical imaging systems is shown
in Fig. 1.

The aim of multi-aperture optical imaging sys-
tems is to obtain sub-images from different view-
points. Each sub-image corresponds to an imaging
aperture. For vision application, multi-aperture op-
tical imaging systems can be divided into two main
structures based on the position of each sub-image’s
optical center, i.e., planar structure (Tanida et al.,
2000; Yang JC et al., 2002; Duparré et al., 2005;
Ng and Hanrahan, 2005; Wilburn et al., 2005; Levoy
et al., 2006; Lumsdaine and Georgiev, 2009; Li and
Yi, 2012; Venkataraman et al., 2013; Cao et al., 2018)
and convex structure (Duparré et al., 2007; Zhang
YK et al., 2010; Brady et al., 2012; Guo et al., 2012;
Afshari et al., 2013; Song et al., 2013; Leitel et al.,
2014; Cao et al., 2015; Luo et al., 2015; Deng et al.,
2016; Pang et al., 2017; Shi et al., 2017; Yu et al.,
2019; Zhang JM et al., 2020; Zhou et al., 2020). In
addition, three possible arrangements exist in the
convex structure: spherical multi-loop (Brady et al.,
2012; Guo et al., 2012; Afshari et al., 2013; Cao et al.,
2015; Luo et al., 2015; Pang et al., 2017; Shi et al.,
2017; Yu et al., 2019; Zhang JM et al., 2020; Zhou
et al., 2020), spherical multi-row (Zhang YK et al.,
2010; Song et al., 2013; Deng et al., 2016), and cylin-
der (Leitel et al., 2014).

There are basically two types of ACEs in terms
of size, the microlens array (Tanida et al., 2000;
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Fig. 1 The development trend of multi-aperture optical imaging systems

Duparré et al., 2005; Duparré et al., 2007; Zhang
YK et al., 2010; Li and Yi, 2012; Song et al., 2013;
Leitel et al., 2014; Luo et al., 2015; Deng et al., 2016;
Pang et al., 2017; Cao et al., 2018; Zhang JM et al.,
2020; Zhou et al., 2020) and the lens module ar-
ray (Brady et al., 2012; Guo et al., 2012; Afshari
et al., 2013; Cao et al., 2015; Shi et al., 2017; Yu
et al., 2019). As for light field acquisition devices,
when a microlens array is placed behind the main
lens of an ordinary camera, it becomes a light field
camera (Ng and Hanrahan, 2005; Levoy et al., 2006;
Lumsdaine and Georgiev, 2009). Except for non-
traditional light field acquisition approaches (e.g.,
time-sequential capture, conventional camera with a
coded aperture), both the camera array (Yang JC
et al., 2002; Wilburn et al., 2005) and the lens mod-
ule array (Venkataraman et al., 2013) can be called
planar ACEs.

By setting the layout of optical lenses and imag-
ing sensors, the optical center and optical axis of
each sub-image can be determined. In general, the
distribution of optical lens often determines the dis-
tribution of the sub-images’ optical centers. The best
result is that each lens has an imaging sensor and the
imaging sensors are distributed in an array according
to the positions of the optical lenses. However, be-
cause they are limited by size, some multi-aperture
optical imaging systems (Tanida et al., 2000; Ng and

Hanrahan, 2005; Levoy et al., 2006; Duparré et al.,
2007; Lumsdaine and Georgiev, 2009; Guo et al.,
2012; Luo et al., 2015; Pang et al., 2017; Shi et al.,
2017; Yu et al., 2019; Zhang JM et al., 2020) use
only one imaging sensor to obtain all sub-images.
To improve the utilization of the imaging sensor,
sub-images are focused on a common imaging sen-
sor by an optical transferring system in some convex
microlens arrays (Duparré et al., 2007; Zhang JM
et al., 2020) and convex lens module arrays (Guo
et al., 2012; Shi et al., 2017; Yu et al., 2019).

For optical lenses, there are some special cases,
such as free-form surface optics (Li and Yi, 2012;
Pang et al., 2017) and multi-focal optics (Cao et al.,
2018). Li and Yi (2012) used free-form surface design
to make the optical axis of each sub-image point
differently. Pang et al. (2017) reduced aberrations
using free-form surface design. Cao et al. (2018)
designed a microlens array with two focal lengths to
demonstrate excellent two-order focusing abilities.

The classification is shown in Fig. 2. Table 1
shows the features of the multi-aperture optical
imaging systems above. Briefly, multi-aperture opti-
cal imaging systems can be classified in three ways.
First, for vision applications, there are planar struc-
tures and convex structures, which are based on the
position of each sub-image’s optical center. Second,
there are two styles in terms of size: microlens array
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Fig. 2 The classification of multi-aperture optical imaging systems

Table 1 The features of typical multi-aperture optical imaging systems

Name General configuration Size scale Number of imaging sensors

TOMBO (Tanida et al., 2000) 1 1 2(1)
Distributed light field camera (Yang JC et al., 2002) 1 2 1
APCO (Duparré et al., 2005) 1 1 1
Plenoptic 1.0 (Ng and Hanrahan, 2005) 1 1 2(1)
Large camera arrays (Wilburn et al., 2005) 1 2 1
Light field microscopy (Levoy et al., 2006) 1 1 2(1)
SACEO (Duparré et al., 2007) 2(–) 1 2(2)
Plenoptic 2.0 (Lumsdaine and Georgiev, 2009) 1 1 2(1)
ACIS (Zhang YK et al., 2010) 2(2) 1 1
Cluster eyes (Guo et al., 2012) 2(1) 2 2(2)
AWARE-2 (Brady et al., 2012) 2(1) 2 1
PANOPTIC (Afshari et al., 2013) 2(1) 2 1
Compact large-FOV CEC (Li and Yi, 2012) 1 1 2(1)
PiCam (Venkataraman et al., 2013) 1 2 1
COMPU-EYE (Song et al., 2013) 2(2) 1 1
CurvACE (Leitel et al., 2014) 2(3) 1 1
Spherical ACE (Cao et al., 2015) 2(1) 2 1
Multi-focusing ACE (Luo et al., 2015) 2(1) 1 2(1)
Dragonfly-eye-inspired ACE (Deng et al., 2016) 2(2) 1 –
BOFSCE (Pang et al., 2017) 2(1) 1 2(1)
SCECam (Shi et al., 2017) 2(1) 1 2(2)
MBCE (Cao et al., 2018) 1 1 –
Compound eye camera (Yu et al., 2019) 2(1) 2 2(2)
BCE (Zhang JM et al., 2020) 2(1) 1 2(2)
Waterproof ACE (Zhou et al., 2020) 2(1) 1 –

In the 2nd column: 1, planar structure; 2(1/2/3), convex structure (sphere multi-loop/sphere multi-row/cylinder). In the 3rd

column: 1, microlens array; 2, lens module array. In the 4th column: 1, imaging sensor array; 2(1/2), one common imaging sensor
(without/with optical transferring system). –: not clear

and lens module array. Third, some multi-aperture
optical imaging systems use an imaging sensor ar-
ray to obtain sub-images, while others use only one
common imaging sensor.

Multi-aperture optical imaging systems face
mainly two problems: one is the preparation and
optimization of optical components, and the other
is the combination of optical components and an
imaging sensor. There are two considerations in
the preparation and optimization of optical compo-
nents: the microlens array manufacturing process

(Yuan et al., 2018; Zhu L et al., 2019) and image
quality improvement. To improve the image quality
of a traditional lens, the trend is to apply free-form
surface optics in multi-aperture optical imaging sys-
tems. Concerning the combination of optical com-
ponents and an imaging sensor, the first problem is
how to design a curved imaging sensor to fit a curved
microlens array, and the second is how to optimize
the optical transferring system for a lens module ar-
ray using a common imaging sensor to achieve both
high pixel efficiency and high-quality imaging.
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3 Basic theory: single-aperture optical
imaging model

To analyze the light field acquisition of multi-
aperture optical imaging systems, the first step is
to use the general single-aperture optical imaging
model. In this section, the optical path model of
single-aperture imaging, which is on the physical
level, is first briefly introduced. Then the equiva-
lent mathematical model is introduced as the basis
of this paper.

3.1 Physical level: optical path model

A multi-aperture optical imaging system con-
sists of multiple imaging apertures. The design of a
single imaging aperture usually follows geometric op-
tics principles (O’Shea and Zajac, 1986; Born et al.,
1999; Lindlein and Leuchs, 2012). As an imaging
optical system, the basic principle of single aper-
ture is that a lens forms a real inverted picture of
a scene on the surface of an imaging sensor. Also,
each imaging aperture has a diaphragm near the lens
(Lindlein and Leuchs, 2012). When the object depth
is much greater than the focal length of the lenses,
single aperture can be simplified as a thin lens model
(Barsky et al., 2003; Liang et al., 2011), as shown in
Fig. 3.

Optical axis

Imaging sensor 
(image plane)

Diaphragm

Zf f

dOL

F

Focus point

Lens (principal plane)

Fig. 3 Single-aperture optical path model. An imag-
ing aperture can be simplified as a thin lens model: a
thin lens, a diaphragm, and an imaging sensor

The center of lens OL is called the optical center,
and the axis that passes through OL is the optical
axis. The plane that is normal to the optical axis at
OL is called the principal plane, and the image plane
is located at the surface of the imaging sensor. The
focus point on the optical axis has the property that
any ray emanating from it or proceeding toward it
travels parallel to the optical axis after refraction by
the lens. Focal length F is the distance between the
principal plane and the focus point. The distance
between the principal plane and the image plane is

the principal distance f . The relationship among f ,
F , and the focused object depth Zf follows 1/Zf +

1/f = 1/F . In practice, the principal distance f is
approximately equal to the focal length F . The size,
d, of the diaphragm, controls the light flux of the
lens.

Because optical design cannot be perfect, any
single imaging aperture has depth of field (DOF),
chromatic aberration, distortion, and other errors.
Although these errors may be needed in photogra-
phy, for vision application, it is necessary to opti-
mize the optical design to eliminate the errors due
to the requirement for high measurement accuracy.
For multi-aperture optical imaging systems, atten-
tion should be paid to the main imaging indexes,
such as the principal distance f or focal length F

and the FOV.

3.2 Mathematical level: pinhole model

The single-aperture mathematical model plays a
key role in extracting information from the obtained
sub-images. In practice, two models are used to link
configuration design and application. The first is
the pinhole model (Hartley and Zisserman, 2004),
and the other is the unified omnidirectional camera
model (Geyer and Daniilidis, 2000). The former is
a linear image projection that limits the FOV below
180◦. The latter is suitable for a wide FOV, but the
image projection is nonlinear. With the benefit of
enough imaging apertures, the FOV of each aper-
ture is generally small. Linear image projection is
essential for multi-aperture optical imaging systems,
and to this end, the pinhole model is common as the
general mathematical model.

According to projective geometry (Hartley and
Zisserman, 2004), after calibration, the position of a
pixel in a sub-image can represent the direction of a
ray passing through the optical center. As shown in
Fig. 4, for each aperture, the sub-image is composed
of Nu×Nv pixels and associated with two coordinate
systems: the pixel coordinate system Op − uv and
the local coordinate system OL −XLYLZL. For the
multi-aperture optical imaging system, global coor-
dinate system OG −XGYGZG is established with its
geometric center.

The origin of local coordinate system OL is lo-
cated at the optical center, and the ZL axis follows
the direction of the optical axis. The optical axis
intersects the image plane at (cu, cv). The distance
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f

(cu,cv)

Optical center

Z

Object plane
u:1 Nu

Nv

δvδu

Δx
Δy

OL

θ0

Sub-image

OG

XG
YG

ZG

XL
YL

ZL

Op
u

v

v:1

Fig. 4 Pinhole camera model. There are two co-
ordinate systems associated with a single aperture:
pixel coordinate system Op −uv and local coordinate
system OL − XLYLZL. The global coordinate system
OG−XGYGZG is established with the geometric cen-
ter of the multi-aperture optical imaging system

between OL and the image plane is the principal
distance f . According to Eq. (1), if the global co-
ordinates of an object PG =

(
XG, YG, ZG

)T
are

offered, the local coordinates PL =
(
XL, YL, ZL

)T

are obtained. In this paper, ·̂ is used to denote the
homogeneous vector by adding 1 as the last element:
P̂ =

(
X,Y, Z, 1

)T
. The rotation matrix R ∈ R

3×3

and translation vector t ∈ R
3 are called extrinsic

parameters. We have

PL =
(
R t

)
P̂G. (1)

In this paper, every sub-image is assumed to
have no distortion (Weng et al., 1992; Heikkila and
Silven, 1997). p̂ =

(
u, v, 1

)T
, which is the posi-

tion of a pixel in the image plane, represents the
homogeneous pixel coordinates. δu and δv, mea-
sured in microns, are the width and height of a
pixel on the imaging sensor, respectively. The
pixel focal lengths fu and fv are obtained using
fu = f/δu and fv = f/δv. Using Eq. (2), the pixel
coordinates are obtained from the corresponding
local coordinates. The matrix K ∈ R

3×3, called
the calibration matrix, consists of the intrinsic pa-
rameter {fu, fv, cu, cv}.

p̂ =
1

ZL

⎛

⎜
⎝

1
δu

0 cu
0 1

δv
cv

0 0 1

⎞

⎟
⎠

⎛

⎝
f 0 0

0 f 0

0 0 1

⎞

⎠PL

=
1

ZL

⎛

⎝
fu 0 cu
0 fv cv
0 0 1

⎞

⎠PL =
1

ZL
KPL.

(2)

As a result, p̂ is calculated from the
corresponding homogeneous global coordinates P̂G

using Eq. (3). Using calibration (Weng et al., 1992;
Heikkila and Silven, 1997; Zhang ZY, 2000; Kannala
and Brandt, 2006; Tardif et al., 2006), the extrinsic
parameter, intrinsic parameter, and distortion coef-
ficient will be obtained.

p̂ =
1

ZL
K
(
R t

)
P̂G. (3)

As shown in Fig. 4, the horizontal FOV and
vertical FOV of an imaging aperture are 2φ0 and
2θ0, respectively, where the half-horizontal FOV φ0

and half-vertical FOV θ0 are obtained using Eq. (4).
When the object depth is Z, the pixel resolution is
Δx = Z/fu and Δy = Z/fv.

⎧
⎪⎨

⎪⎩

φ0 = arctan
Nuδu
2f

= arctan
Nu

2fu
,

θ0 = arctan
Nvδv
2f

= arctan
Nv

2fv
.

(4)

4 Light field acquisition models for the
planar structure

In this section, light field acquisition models are
derived from the planar structure. Note that the
inner optical path of light field cameras is different
from that of an ordinary planar ACE. In this section,
we will introduce the light field acquisition models.

As a general inductive derivation, this section
and the following are based on these assumptions:

1. All single apertures are identical.
2. The structure of the multi-aperture optical

imaging system is symmetrical.
3. Sub-images are planar and rectangular.
4. Distortion can be ignored in each sub-image.

4.1 Planar ACE

For a planar ACE, the optical centers of all sub-
images are coplanar. Except for a few planar ACEs,
such as artificial apposition compound eye objec-
tive (APCO) (Duparré et al., 2005) and compact
large-FOV compound-eye camera (CEC) (Li and Yi,
2012), all the optical axes are parallel. As shown in
Fig. 5, all imaging apertures are in a grid pattern
on a plane. Supposing that the number of aper-
tures is NX × NY , the intervals between the adja-
cent apertures are denoted as Δs and Δt respec-
tively, and (nX , nY ) represents the label of each aper-
ture. In this way, the global coordinates of aperture
(nX , nY ) are PG =

(
s, t, 0

)T
, in which s = nXΔs

and t = nY Δt.
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According to the mathematical model of single-
aperture optical imaging in Section 3.2, for the aper-
ture (nX , nY ), the rotation matrix R is obviously the
identity matrix, R = E, and the translation vector
is t = (−s,−t, 0)T. Then, if the global coordinates
of an object PG = (x, y, Z)T are given, the pixel
coordinates p can be computed using Eq. (3). As
shown in Fig. 6, assuming that the object plane is
Z away from the planar ACE, every aperture will
have a corresponding sub-image region on the object
plane. In a common overlapping region, an object
point is recorded by all apertures.

X

Y

Z

O

t

s

X
Y Z

O

nY

nX

Fig. 5 Schematic of a general planar ACE, where all
apertures are in a grid pattern on a plane

Optical center plane

f

Object plane

PG

p−1

Common 
overlapping region 

nX

0

−1

−2

0

1

2

p−2

p0

p1

p2

x

Sub-image

Fig. 6 Light field acquisition of planar ACE. Every
aperture will have a sub-image region on the object
plane. In addition, an object point in a common
overlapping region is recorded by all apertures

The whole FOV of planar ACE is the same as
that of a single aperture. See Appendix A for de-
tails. For adjacent apertures, when object depth
Z satisfies Z ≥ fuΔs/Nu, the sub-images overlap.

The sub-image overlap ratio, which is the ratio of
the overlapping image region size to the sub-image
region size, can be obtained using Eq. (5):

ηX = 1− fuΔs

NuZ
. (5)

According to the similarity theory, the whole
object region that a planar ACE can record is

⎧
⎪⎨

⎪⎩

xmin = nX(min)Δs+
Z

fu
(1− cu),

xmax = nX(max)Δs+
Z

fu
(Nu − cu).

(6)

Thus, the width of the whole object region is
(Nu − 1)Z/fu + (NX − 1)Δs, and the height is
(Nv − 1)Z/fv + (NY − 1)Δt. �·� and �·� are used
to denote rounding down and up, respectively, and
the equivalent resolutionNx×Ny of the whole object
region is

⎧
⎪⎪⎨

⎪⎪⎩

Nx =

⌊
(NX − 1)Δs

fu
Z

⌋
+Nu − 1,

Ny =

⌊
(NY − 1)Δt

fv
Z

⌋
+Nv − 1.

(7)

Note that when object depth Z satisfies a spe-
cific condition as shown in inequality (8), all aper-
tures would have a common overlapping region re-
ferring to Eq. (9):

Z ≥ max

(
fuΔs (NX − 1)

Nu
,
fvΔt (NY − 1)

Nv

)
, (8)

⎧
⎪⎨

⎪⎩

x′
min = nX(max)Δs+

Z

fu
(1− cu),

x′
max = nX(min)Δs+

Z

fu
(Nu − cu).

(9)

In this case, a point on the object plane is
recorded by all sub-images. The size of the common
overlapping region is (Nu − 1)Z/fu − (NX − 1)Δs.
The adjacent aperture will record this point with
pixel shift, which is called parallax. The paral-
lax denoted as Δp is computed by referring to
Δp = �fuΔs/Z�. The larger Δs is, the more obvious
Δp will be. In vision applications, Δs is termed the
baseline.

Ignoring subpixel shift, the equivalent resolution
Nx′×Ny′ of the common overlapping region is shown
in Eq. (10):
⎧
⎪⎪⎨

⎪⎪⎩

Nx′ = Nu − 1−
⌈
(NX − 1)Δs

fu
Z

⌉
,

Ny′ = Nv − 1−
⌈
(NY − 1)Δt

fv
Z

⌉
.

(10)
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The corresponding values are set for quantita-
tive analysis using the above equations. Assume that
the number of apertures is NX = 5, every sub-image
resolution is Nu = 640 without nonlinear distortion,
pixel focal length is fu = 800, and the pixel coordi-
nate of the optical center is cu = 320. If Z increases
from 0.3 m to 10 m and Δs increases from 0.03 m
to 0.2 m, the sub-image overlap ratio, the size of
the whole object region, and the size of the common
overlapping region will vary (Fig. 7).

If Δs = 0.1 m, when Z increases from 1 m to
10 m, the sizes of the whole object region and the
common overlapping region will vary linearly from
1.199 m to 8.387 m and 0.3987 m to 7.587 m, respec-
tively. However, for ηX , when Z is 0.5, 3, 5.5, and
8 m, the corresponding ηX is 0.75, 0.9583, 0.9773,
and 0.9844, respectively. Therefore, as object depth
Z becomes larger, the sub-image overlap ratio ap-
proaches 1.

Let Z = 5 m. As Δs increases from 0.03 m to
0.2 m, the whole object region is going to increase
linearly from 4.114 m to 4.794 m, but ηX and the
common overlapping region size will decrease lin-
early from 0.9925 to 0.95 and 3.874 m to 3.194 m,
respectively. In addition, when Δs = 0.1 m and
Z = 5 m, the common overlapping region is 3.594 m,
whose equivalent resolution is Nx′ = 575 according
to Eq. (10).

4.2 Light field camera

As Fig. 6 shows, an object point PG in the com-
mon overlapping region is recorded by all imaging
apertures (i.e., p−2–p2). This makes it possible to
capture the angular light field information so that
the three-dimensional (3D) scene can be recovered
from two-dimensional (2D) sub-images. Based on

this idea, light field imaging (Wu G et al., 2017; Zhu
H et al., 2017) emerged.

Moon and Spencer (1953) defined a light field as
a complete collection of rays in space. Later, Adel-
son and Bergen (1991) proposed a seven-dimensional
(7D) function L(P ,ω, λ, t), called the plenoptic func-
tion, to represent a light field. The plenoptic func-
tion models a ray with eight parameters: position
P = (x, y, z)T, direction ω = (θ, φ)T, wavelength λ,
time t, and brightness |L|. The 7D function is seldom
used due to its complicated calculation. Fortunately,
because the dynamic light field can be captured in
continuous frames, the time t of the plenoptic func-
tion can be ignored. In addition, most imaging sen-
sors are CCD or CMOS, having red, green, and blue
channels, so the wavelength λ can be ignored as well.
Without wavelength λ and time t, the 5D function
L(P ,ω), as shown in Fig. 8a, is used to represent the
light field (McMillan and Bishop, 1995). However,
the dimension of the 5D function can be further re-
duced. Levoy and Hanrahan (1996) and Gortler et al.
(1996) proposed a two-parallel-plane (2PP) model to
represent the light field (Fig. 8b). In their proposed
model, a ray can be represented by two intersections
(e.g., (s, t)T on plane st and (x, y)T on plane xy)
when the interval between two parallel planes is Z.

L P  

P

xy st

x y
Z

s t LZ s t x y

Fig. 8 Light field representation: (a) a ray is recorded
by position P and direction ω in the 5D function; (b) a
ray is recorded by two intersections (s, t)T and (x,y)T

in the two-parallel-plane (2PP) model

X

Fig. 7 Quantitative analysis: (a) variation trend of ηX ; (b) variation trend of the whole object region size; (c)
variation trend of the common overlapping region size
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Compared with other light field representa-
tions, it is convenient to calculate the 4D func-
tion LZ(s, t, x, y) because it has the least dimension.
More importantly, the 4D function allows the light
field information to be used flexibly in the space do-
main (Bolles et al., 1987; Isaksen et al., 2000; Lin
ZC and Shum, 2004) and frequency domain (Chai
et al., 2000; Zhang C and Chen, 2003; Durand et al.,
2005; Ng, 2005; Soler et al., 2009), like the digital
signal. Hence, the 2PP model is widely used in light
field imaging. Taking a planar ACE as an example,
if the object depth is Z, the recorded space resolu-
tion of the light field LZ(s, t, x, y) is determined by
the equivalent resolution of the common overlapping
region Nx′ × Ny′ , and the angular resolution is de-
termined by the number of apertures NX ×NY .

Light field cameras based on microlens arrays
can obtain light field information in a single photo-
graphic exposure (Ng and Hanrahan, 2005). Com-
pared to a planar ACE, light field cameras have the
advantage of being small and easy to carry, and
thus are popular among researchers and photogra-
phers. There are mainly two types of light field
cameras based on a microlens array: Plenoptic 1.0
(Ng and Hanrahan, 2005; Levoy et al., 2006) and
Plenoptic 2.0 (Lumsdaine and Georgiev, 2009). In
the rest of this subsection, the light field acquisition
models of these two kinds of light field cameras are
summarized.

4.2.1 Plenoptic 1.0

Without loss of generality, as shown in Fig. 9,
it is assumed that there are Nx × Ny microlenses
in a light field camera, and each microlens label is
denoted as (nx, ny). On the imaging sensor, ev-
ery microlens has a corresponding pixel region with
Nu × Nv pixels, and the coordinates of a pixel
in the corresponding pixel region are denoted by
p(nx,ny) = (u, v)T. The diaphragm diameter of the
main lens is dmain and that of the microlens is dmic.
In terms of the main lens, the principal distance fmain

is a little larger than the focal length Fmain.
Now that light field cameras are designed to ob-

tain light field information, the 2PP model is used to
represent the light field acquisition for Plenoptic 1.0
(Fig. 10). The viewpoint plane puts the focal length
Fmain in front of the principal plane of the main lens
(Hahne et al., 2014a, 2014b). The microlens array is
located at the image plane of the main lens, so that

rays focused by the main lens are separated by the
microlens array.

An important characteristic of Plenoptic 1.0 is
that the main lens and all microlenses have the same
f -number, which is defined as the ratio of the prin-
cipal length to the size of the diaphragm (Ng and
Hanrahan, 2005). In this case, the principal length
of the microlens is fmic = dmicfmain/dmain. Notice
that adjacent pixel regions will not overlap if the f -
number is reasonable. Specifically, when dmain is the
same as the size of the main lens, adjacent pixel re-
gions are tangent to each other, and thus pixels are
used effectively.

If the coordinates of a pixel p(nx,ny) = (u, v)T

are offered, a ray L(s, t, x, y) in the 2PP model will
be obtained referring to Eqs. (11) and (12), which
is called decoding. Through decoding, we will ob-
tain sub-images as planar ACEs do. The resolution
of every sub-image is Nx × Ny, and the number of
viewpoints is Nu ×Nv.

(
s

t

)
=

⎛

⎜
⎝

(
u− Nu+1

2

) dmain

Nu(
v − Nv+1

2

) dmain

Nv

⎞

⎟
⎠ , (11)

(
x

y

)
=

⎛

⎜
⎝
s− (nx − Nx+1

2

) dmic(Z − Fmain)

Fmain

t−
(
ny − Ny+1

2

) dmic(Z − Fmain)

Fmain

⎞

⎟
⎠ .

(12)
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Fig. 9 Internal structure of light field cameras
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Fig. 10 Light field acquisition of Plenoptic 1.0. The
viewpoint plane puts the focal length Fmain in front
of the principal plane of the main lens. The microlens
array is located at the image plane of the main lens
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For every sub-image, the pixel resolution on the
object plane is Δx = dmic(Z − Fmain)/Fmain, while
the viewpoint interval is Δs = dmain/Nu. In addi-
tion, when nx and u are taken to be the maximum
and minimum respectively, when the object depth is
Z, the range of the object region is shown in Eq. (13):
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

xmin =

− (Nu − 1)dmain

2Nu
− (Nx − 1)(Z − Fmain)dmic

2Fmain
,

xmax =
(Nu − 1)dmain

2Nu
+

(Nx − 1)(Z − Fmain)dmic

2Fmain
.

(13)
Therefore, the size of the whole object region is

dmain + Nxdmic(Z − Fmain)/Fmain. The sub-image
overlap ratio ηX can be obtained using Eq. (14):

ηX = 1− dmainFmain

NxNudmic(Z − Fmain)
. (14)

Because Fmain is almost negligible compared to
Z and Nxdmic is approximately dmain, ηX can be con-
sidered as 1 in practice. As a result, the number of
microlenses Nx×Ny determines the space resolution
of the light field, and the angular resolution of the
light field is determined by the number of pixels in a
pixel region, which is Nu ×Nv.

It seems that Plenoptic 1.0 is equivalent to an
Nu×Nv planar ACE, whose resolution of each imag-
ing sensor is Nx × Ny and the pixel focal length is
fu = fv = ZFmain/(dmic(Z − Fmain)). The baselines
are Δs = dmain/Nu and Δt = dmain/Nv.

According to Ng and Hanrahan (2005), the pro-
posed Plenoptic 1.0 has 296×296 microlenses, whose
pixel region is 14 × 14. The focal length of a mi-
crolens is 500 µm, and the diaphragm diameters of
a microlens and main lens are dmic = 125 µm and
dmain = 35 mm, respectively. After calculation, the
parameter of an equivalent planar ACE is as follows:
the number of apertures is 14 × 14, the resolution
of each imaging sensor is 296 × 296, the pixel focal
length is fu = fv = 1152 when Z = 5 m, and the
baselines are Δs = Δt = 2.5 mm.

4.2.2 Plenoptic 2.0

Better than Plenoptic 1.0, Plenoptic 2.0 can pro-
vide a variable tradeoff between space and angular
resolution (Lumsdaine and Georgiev, 2009). Fig. 11
shows the 2PP model of light field acquisition for
Plenoptic 2.0. The focused image plane of the main

lens is in front of the microlens array with distance
a. The interval between the microlens array and the
imaging sensor is b. In this way, the viewpoint plane
coincides with the principal plane of the main lens.

0 0

Object plane Viewpoint 
plane

x
s

Z fmain b

Pixel 
region 

unx

1

2

Nx
a

Fig. 11 Light field acquisition of Plenoptic 2.0. The
focused image plane of the main lens is in front of the
microlens array with distance a

In this case, according to Eqs. (15) and (16), we
will decode the light field information from all pixels
on the imaging sensor.

(
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⎜
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nx − Nx + 1

2
−
(
u− Nu + 1

2

)
a

bNu
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2
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⎟⎟
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(16)
On the object plane, the pixel resolution of a

sub-image is Δx = admicZ/(bNufmain). In addition,
the viewpoint interval is Δs = dmicZ/fmain. Taking
nx and u to be the maximum and minimum respec-
tively, the range of the object region will be obtained
as follows:
⎧
⎪⎪⎨

⎪⎪⎩

xmin = −
(
Nx − 1 + (Nu − 1)

a

bNu

)
dmicZ

2fmain
,

xmax =

(
Nx − 1 + (Nu − 1)

a

bNu

)
dmicZ

2fmain
,

(17)
and the size of the whole object region is
(Nx + a/b)dmicZ/fmain.

The sub-image overlap ratio ηX can be com-
puted using Eq. (18):

ηX = 1− 1

Nx
. (18)
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In practical applications, ηX could be
considered as 1, similar to the setting in Plenop-
tic 1.0. However, in contrast to Plenoptic 1.0, in
Plenoptic 2.0 the resolution of every sub-image is
(NxNub/a) × (NyNvb/a) and the number of view-
points is (a/b) × (a/b). The former represents the
space resolution of the light field, while the latter
is the angular resolution. Obviously, the ratio of a
to b determines the tradeoff between the space and
angular resolution of light field acquisition.

Plenoptic 2.0 can also be equivalent to a pla-
nar ACE. This planar ACE has (a/b) × (a/b) aper-
tures; the resolution of each imaging sensor is
(NxNub/a) × (NyNvb/a) and the pixel focal length
is fu = bNufmain/(admic). In addition, the baselines
are Δs = Δt = dmicZ/fmain.

Lumsdaine and Georgiev (2009) proposed
Plenoptic 2.0, which has 130×122 microlenses whose
pixel region is 32 × 32. The focal lengths of the
microlenses and the main lens are 750 µm and
fmain = 140 mm, respectively. The diaphragm di-
ameter of a microlens is dmic = 250 µm. Assuming
that a/b = 8, after calculation, the equivalent planar
ACE is as follows: the number of apertures is 8× 8,
the resolution of each imaging sensor is 520 × 488,
and the pixel focal length is fu = fv = 2240. If
Z = 5 m, the baselines will be Δs = Δt = 8.93 mm.

5 Light field acquisition models for the
convex structure

Compared with the planar structure, the op-
tical centers of all sub-images are not coplanar for
the convex structure. In this section, the light field
acquisition models of three representative arrange-
ments for the convex structure, spherical multi-loop,
spherical multi-row, and cylinder, are summarized.

5.1 Spherical multi-loop arrangement

Most convex ACEs (Brady et al., 2012; Guo
et al., 2012; Afshari et al., 2013; Cao et al., 2015;
Luo et al., 2015; Pang et al., 2017; Shi et al., 2017;
Yu et al., 2019; Zhang JM et al., 2020; Zhou et al.,
2020) are in a spherical multi-loop arrangement. In
this arrangement, imaging apertures are divided into
Nθ latitude loops, and all optical centers located in
the same loop have the same latitude angle, as shown
in Fig. 12.

Suppose that the radius of the sphere is R and

that each loop is evenly spaced with the latitude
interval Δθ. At loop nθ, when the number of aper-
tures uniformly arranged is Nφ(nθ), the longitude in-
terval between two adjacent sub-eyes is Δφ(nθ) =

360◦/Nφ(nθ). The label of each aperture is denoted
as (nθ, nφ(nθ)), in which nφ(nθ) is the counterclock-
wise number for loop nθ in the top view. Thus, the
global coordinates of aperture (nθ, nφ(nθ)) could be
computed using spherical coordinates (θG, φG). The
zenith angle and azimuth angle are θG = nθΔθ and
φG = nφ(nθ)Δφ(nθ) + φ0(nθ), respectively, in which
φ0(nθ) stands for azimuth deviation.

nΦ(     )

nθ

XG

YG

ZG

OG

XL
YL

ZL

OL

0

1

2

0

1
2

nθ
θG

ΔΦ(     )nθ

Fig. 12 Spherical multi-loop arrangement

The local coordinate system, OL −XLYLZL, is
established for each aperture. The ZL axis coincides
with the optical axis, whose extension line passes
through OG. In this case, the rotation matrix R

of aperture (nθ, nφ(nθ)) is shown in Eq. (19), and
translation vector t is (0, 0,−R)T:

R =

⎛

⎝
cosθGcosφG cosθGsinφG −sinθG
−sinφG cosφG 0

sinθGcosφG sinθGsinφG cosθG

⎞

⎠ . (19)

Fig. 13 shows the side view of this arrange-
ment. In this arrangement, the maximum half-FOV
of light field acquisition is (Nθ − 1)Δθ+arctan((Z −
R)tanφ0/Z); see Appendix B for details. If the adja-
cent apertures overlap, Δθ < 2φ0 should be satisfied.
The red shaded region is the overlapping sub-image
region of adjacent apertures. The minimum depth
of the spherical object surface Zmin is computed
using Eq. (20), and the sub-image overlap ratio is
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computed using Eq. (21):

Zmin = R
sinφ0cos

Δθ
2

sin(φ0 − Δθ
2 )

, (20)

ηθ = 1− Δθ

2φ0 − 2arcsinRsinφ0

Z

. (21)
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ZsR

Fig. 13 Vertical view of a convex ACE

One of the key issues in convex ACEs is how
to obtain a panoramic image. Two determinants
need to be considered: distribution density of aper-
tures and full-view coverage distance (FCD) (Af-
shari et al., 2013). A well-established geometry con-
cept known as the Voronoi diagram (Aurenhammer,
1991; de Berg et al., 2001), which is applied on a
spherical surface, is used to determine the parame-
ters of this arrangement, so that each direction of
the curved object surface is observable by at least
one aperture. Afshari et al. (2013) and Wang YW
et al. (2017) analyzed how to obtain a panoramic
image. In their opinion, as shown in Fig. 14, when
every loop is evenly spaced with the latitude interval
Δθ, for the apertures at the same loop, the edge of

Fig. 14 The object planes of a convex ACE in a
spherical multi-loop arrangement. The edge of each
aperture’s object plane in the non-overlapping part
is seamlessly connected. Reprinted from Wang YW
et al. (2017), Copyright 2017, with permission from
John Wiley and Sons

each aperture’s object plane in the non-overlapping
part should be seamlessly connected to obtain a
panoramic image.

In this case, the number of apertures located at
loop nθ (0 < nθ < Nθ−1) usually satisfies inequality
(22). Also, the full-view coverage distance is ZFCD =

Zmin = Rsinφ0cos
Δθ
2 /sin(φ0 − Δθ

2 ).

Nφ(nθ) ≥
⎡

⎢
⎢⎢

180◦

arctan (Z−R)tanθ0

Zsin(θG+Δθ−φ0+arcsin
Rsinφ0

Z )

⎤

⎥
⎥⎥
.

(22)
Specifically, as for the last loop, nθ = Nθ − 1,

Nφ(nθ) ought to satisfy inequality (23), in which ϕ =

arctan (Z−R)tanφ0

Z .

Nφ(Nθ−1) ≥
⌈

180◦

arctan tanθ0sinϕ
tanφ0sin(ϕ+θG)

⌉

. (23)

Assuming that for every sub-image, the reso-
lution is Nu = 640 without nonlinear distortion
and the pixel focal length is fu = 800, according
to Eqs. (20) and (21) and inequality (22), the cor-
responding values are set for quantitative analysis.
When the radius of the sphere is R = 0.1 m, if Δθ

increases from 10◦ to 30◦ and Z increases from 0.5 m
to 10 m, the FCD, sub-image overlap ratio, and min-
imum number of apertures located at loop nθ = 1

will vary (Fig. 15).
When Δθ is 10◦, 15◦, 20◦, 25◦, and 30◦, the

corresponding ZFCD is 0.128, 0.1491, 0.1788, 0.2243,
and 0.3029 m, respectively. As Δθ increases, the
FCD is going to increase faster and faster. If
Z = 5 m, when Δθ increases from 10◦ to 30◦, ηθ
will decrease linearly from 0.7661 to 0.2983. In ad-
dition, if Δθ = 30◦, when Z is 0.5, 3, 5.5, 8, and
10 m, the corresponding ηθ is 0.1449, 0.2892, 0.2995,
0.3035, and 0.3051, respectively. With an increase in
the spherical object surface’s depth, the sub-image
overlap ratio will approach 1 − Δθ/(2φ0) = 0.312.
Let Δθ = 15◦ and Z = 5 m; there should be at least
three apertures located at loop nθ = 1 to ensure
full-view coverage.

5.2 Spherical multi-row arrangement

Part of the convex ACE (Zhang YK et al., 2010;
Song et al., 2013; Deng et al., 2016) is its spherical
multi-row arrangement. As in the spherical multi-
loop arrangement, all apertures are located on the
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N

Fig. 15 Quantitative analysis: (a) variation trend of ZFCD when Δθ varies; (b) variation trend of ηθ when Δθ

and Z vary; (c) variation trend of Nφ(1) when Δθ and Z vary

sphere with radius R and all optical axis extension
lines intersect at spherical center OG (Fig. 16).
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Fig. 16 Spherical multi-row arrangement

Suppose that the number of apertures is Nφ×Nθ

and that the label of each aperture is denoted as
(nφ, nθ). Then the global coordinates of aper-
ture (nφ, nθ) could be computed using polar co-
ordinates (φG, θG), in which φG and θG are the
azimuth angle and elevation angle, respectively. If
the elevation angle between adjacent apertures is Δθ

and the azimuth angle is Δφ, the azimuth and eleva-
tion angles of each aperture will be φG = nφΔφ and
θG = nθΔθ, respectively.

Taking the sub-image’s optical center of each
aperture as the origin to establish a local coordinate
system, the ZL axis is along the optical axis, while
the XL axis is parallel to plane ZGOGXG. For the
extrinsic aperture parameter (nφ, nθ), the rotation
matrix R is shown in Eq. (24) and translation vector

t is
(
0, 0,−R

)T.

R =

⎛

⎝
cosφG 0 −sinφG

−sinθGsinφG cosθG −sinθGcosφG

cosθGsinφG sinθG cosθGcosφG

⎞

⎠ .

(24)
If the adjacent sub-images overlap, Δφ < 2φ0

and Δθ < 2θ0 should be satisfied. When the
spherical object surface has a depth of Z, the ver-
tical sub-image overlap ratio of adjacent apertures
can be computed using Eq. (25):

ηθ = 1− Δθ

2θ0 − 2arcsin
Rsinθ0

Z

. (25)

When θG = 0, the minimum horizontal sub-
image overlap ratio is computed using Eq. (26):

ηφ = 1− Δφ

2φ0 − 2arcsin
Rsinφ0

Z

. (26)

To obtain a panoramic image, the depth of
the spherical object surface should satisfy inequal-
ity (27):

Z ≥ max

⎛

⎜
⎝R

sinφ0cos
Δφ

2

sin(φ0 − Δφ

2
)

, R
sinθ0cos

Δθ

2

sin(θ0 − Δθ

2
)

⎞

⎟
⎠ .

(27)
In this case, the vertical FOV of light

field acquisition is (Nθ − 1)Δθ + 2arctan((Z −
R)tanθ0/Z). In addition, the horizontal FOV is
2
(
(Nφ − 1)arcsin(cosθGsin

Δφ
2 ) + arctan (Z−R)tanφ0

ZcosθG

)
.

Many qualitative conclusions are consistent
with the convex ACE with a spherical multi-loop
arrangement. For example, with the increase of Δφ



836 Qi et al. / Front Inform Technol Electron Eng 2022 23(6):823-844

or Δθ, the horizontal or vertical FOV will increase
linearly, but the sub-image overlap ratio will decrease
linearly.

5.3 Cylinder arrangement

Leitel et al. (2014) proposed a typical convex
ACE in a cylinder arrangement. To summarize the
general light field acquisition model of the cylinder
arrangement, it is assumed that all vertical aper-
tures are parallel. As shown in Fig. 17, similar
to the spherical multi-row arrangement, Nφ × NY

apertures are arranged on the surface of a cylinder
whose radius is R. The vertical interval between
adjacent apertures is ΔY , and Δφ is used to repre-
sent the azimuth angle between adjacent horizontal
apertures. Likewise, if (nφ, nY ) is denoted as the la-
bel of each aperture, then the global coordinates of
aperture (nφ, nY ) can be computed using columnar
coordinates (φG, YG), in which the azimuth angle is
φG = nφΔφ and the height is YG = nY ΔY .

Any aperture takes a corresponding sub-image’s
optical center as the origin to establish a local coor-
dinate system OL − XLYLZL, in which the ZL axis
is along the optical axis and the YL axis is parallel
to the YG axis. The rotation matrix R and transla-
tion vector t for the aperture (nφ, nY ) are shown in
Eqs. (28) and (29), respectively:

R =

⎛

⎝
cosφG 0 −sinφG

0 1 0

sinφG 0 cosφG

⎞

⎠ , (28)

t = (0,−YG,−R)
T
. (29)

When the depth of the cylindrical object surface
is Z, the sub-image overlap ratio of adjacent aper-
tures in the horizontal and vertical directions can be
computed using Eq. (30):

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ηφ = 1− Δφ

2φ0 − 2arcsin
Rsinφ0

Z

,

ηY = 1− fvΔY

Nv(Z −R)
.

(30)

To synthesize a panoramic image, the following
conditions should be satisfied: Δφ < 2φ0 and Z ≥
ZFCD, in which ZFCD is computed using Eq. (31):

ZFCD = max

(

R
sinφ0cos

Δφ
2

sin(φ0 − Δφ
2 )

, R+
ΔY fv
Nv

)

. (31)
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Fig. 17 Cylinder arrangement

In this case, the vertical FOV is 2θ0, and the
horizontal FOV of light field acquisition is (Nφ −
1)Δφ+2arctan((Z−R)tanφ0/Z). Similar to a planar
ACE, the vertical whole object region is (Nv−1)(Z−
R)/fv + (NY − 1)ΔY , and the size of the vertical
common overlapping region is (Nv − 1)(Z −R)/fv −
(NY − 1)ΔY .

Consistent with some qualitative conclusions
concerning planar ACEs and convex ACEs in a
spherical multi-loop arrangement, if Δφ or ΔY in-
creases, the horizontal FOV or vertical whole object
region will become larger, but the sub-image overlap
ratio will decrease. When the depth of the cylindrical
object surface increases, both the size of the vertical
whole object region and the sub-image overlap ratio
will increase.

6 Application analysis of multi-
aperture optical imaging systems

Researchers have discussed the applications of
multi-aperture optical imaging systems based on
ACEs (Gong et al., 2013; Wu SD et al., 2017; Cheng
et al., 2019), light field cameras, and camera arrays
(Wu G et al., 2017; Zhu H et al., 2017). Apparently,
the sub-image overlap ratio for the planar structure
is greater than that for the convex structure, and all
sub-images have a large common overlapping region.
Compared to the planar structure, the whole FOV
of the convex structure is much larger.

It is therefore easy to infer that these two kinds
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of multi-aperture optical imaging systems have dif-
ferent applications. Planar ACEs and light field
cameras based on a microlens array are suitable
for light field imaging. Convex ACEs focus on
wide FOV imaging, associated with high-definition
surveillance and multi-target detection. In this sec-
tion, based on the summarized light field acquisi-
tion models, the application of different structures is
analyzed.

In the rest of this section we assume that for
every aperture, the imaging sensor resolution isNu =

Nv = 640 without nonlinear distortion, the pixel fo-
cal length is fu = fv = 800, and the pixel coordinates
of the optical center are cu = cv = 320. In this case,
the half FOV of the sub-image is φ0 = θ0 = 21.8014◦.

6.1 Application analysis of the planar struc-
ture

Planar multi-aperture optical imaging systems
are used mainly in light field imaging; basic
algorithms include superresolution reconstruction
(Bishop et al., 2009; Lim et al., 2009; Georgiev et al.,
2011; Wanner and Goldluecke, 2012b; Carles et al.,
2014), depth estimation (Wanner and Goldluecke,
2012a, 2014; Kim et al., 2013; Lin HT et al., 2015; Jo-
hannsen et al., 2016; Williem and Park, 2016; Wang
TC et al., 2018; Wu SD et al., 2018a, 2018b), and
refocusing (Vaish et al., 2004; Yang T et al., 2014;
Wang YQ et al., 2019). In this subsection, these
three types of applications are analyzed.

Assuming that the number of apertures is NX =

5 and that the interval of adjacent apertures is Δs =

0.05 m, if object depth Z increases from 0.3 m to
50 m, the sub-image overlap ratio ηX and the com-
mon overlap ratio η, which is the ratio of the common

overlapping region size to the whole object region
size, are shown in Fig. 18a. The parallax Δp will
vary as shown in Fig. 18b.

According to Fig. 18a, when Z > 10 m, ηX is
greater than 0.9511, which means that the pixel uti-
lization of each aperture is high enough to obtain the
common overlapping region. Because the common
overlapping region can be recorded by all apertures,
there are NX sub-pixels in a pixel region, and a shift
occurs within each sub-pixel. Therefore, superres-
olution reconstruction has been studied for planar
ACEs (Tanida et al., 2000; Duparré et al., 2005) and
light field cameras (Ng and Hanrahan, 2005; Lums-
daine and Georgiev, 2009) to obtain high-definition
images.

According to Fig. 18b, when Z < 40 m, the par-
allax between adjacent sub-images is greater than
1 pixel. In this case, the parallax can be used to
determine the depth of an object point. Depth esti-
mation, which is the basis of 3D reconstruction, can
be applied to planar multi-aperture optical imaging
systems as a result. The depth interval is shown in
Fig. 19. When Z > 10 m, only three depth intervals
can be identified.

The accuracy of depth estimation can be
represented by the depth change ΔZ of a pixel (i.e.,
fuΔs/(Z −ΔZ)− fuΔs/Z = 1), which is computed
using Eq. (32), as shown in Fig. 20. As Z increases,
the depth estimation accuracy deteriorates rapidly.
However, if Δs is set as 0.1, 0.2, 0.3, or 0.4 m when
Z = 25 m, the corresponding ΔZ is 5.952, 3.378,
2.358, or 1.812 m, respectively.

ΔZ =
Z2

fuΔs+ Z
. (32)

Hence, depth estimation is used mainly in small

Z Z

p

Fig. 18 The variation trend of the sub-image overlap ratio and common overlap ratio (a) and Δp (b)
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scenes with limited distances, such as indoors. The
smaller the object depth, the higher the accuracy,
but the larger the common overlapping region. At
the same time, as the baseline Δs increases, the
depth estimation accuracy will improve. Some pla-
nar multi-aperture optical imaging systems (Tanida
et al., 2000; Ng and Hanrahan, 2005; Lumsdaine
and Georgiev, 2009; Venkataraman et al., 2013) have
been applied to depth estimation.

Based on depth information acquisition, another
basic algorithm is light field refocusing, by which the
DOF can be controlled. In this way, the objects at a
certain depth can be imaged, while objects at other
depths are blurred, which is called synthetic aperture
imaging in some research (Vaish et al., 2006; Joshi
et al., 2007; Yang T et al., 2014). The minimum DOF
is consistent with the depth estimation accuracy.

Taking Fig. 6 as an example, if the refocused
depth is Z, the sub-image of aperture nX will be
shifted by nXΔp pixels, in which Δp is the paral-
lax. Then, adding and averaging these shifted sub-
images, the refocused image, whose viewpoint is the
same with aperture nX = 0, will be obtained. When
Δs = 0.05 m and Z = 10 m, the DOF of the refo-
cused image is 2 m according to Eq. (32).
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Fig. 19 The depth interval for Fig. 18b
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Fig. 20 The depth estimation accuracy

In short, as the parallax Δp increases, the
refocusing effect will be more obvious. Yang JC
et al. (2002), Ng and Hanrahan (2005), Wilburn
et al. (2005), Levoy et al. (2006), and Lumsdaine and
Georgiev (2009) studied light field refocusing based
on their multi-aperture optical imaging systems.

In summary, the planar structure is suitable for
light field imaging such as superresolution recon-
struction, depth estimation, and refocusing. How-
ever, application for depth estimation or refocusing
is possible only when the object depth is not too
large.

6.2 Application analysis of the convex struc-
ture

It is apparent that convex multi-aperture opti-
cal imaging systems have the advantage of a larger
whole FOV compared to the planar structure. Most
of the convex multi-aperture optical imaging systems
focus on wide FOV imaging. The basis of wide FOV
imaging is image stitching. In general, the image
stitching algorithm is composed of two steps: the
first step is image registration, which is the core of
image stitching, and the second step is image fusion
(Zhang ZZ et al., 2018). However, traditional meth-
ods are time-consuming and thus cannot guarantee
real-time wide FOV imaging. Luckily, for convex
multi-aperture optical imaging systems, the relative
position of each sub-image obtained is known, and
this offers a solution to the problem. In this sub-
section, the advantage of convex structure in image
stitching is analyzed.

Fig. 13 is taken as an example again. Suppose
that five apertures are fixed on a spherical frame
whose radius is R and that the latitude interval be-
tween adjacent apertures is Δθ. When R = 0.1 m
and Δθ = 20◦, if the depth of the curved object sur-
face Z increases from 0.3 m to 50 m, the sub-image
overlap ratio ηθ will approach 1−Δθ/(2φ0) = 0.5413

according to Eq. (21). To find the critical depth
Zopt at which ηθ is approximately constant, take the
derivative of Eq. (21) using Eq. (33). The variation
trends of ηθ and dηθ/dZ are shown in Fig. 21.

dηθ
dZ

=
ΔθRsinφ0

2Z
√
Z2 − (Rsinφ0)2

(
φ0 − arcsinRsinφ0

Z

)2 .

(33)
Judging from Fig. 21b, as dηθ/dZ decreases
monotonically with Z, when Z ≥ 9 m (dηθ/dZ ≤
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Z Z

Z

Fig. 21 The variation trend of ηθ (a) and dηθ/dZ (b)

10−5), ηθ is approximately constant at 1−Δθ/(2φ0).
The conclusion is easily drawn that to obtain a
panoramic image when the depth of the curved ob-
ject surface Z is large enough, the sub-image over-
lap ratio can be regarded as 1−Δθ/(2φ0), and then
the non-overlapping parts of adjacent sub-images are
spliced.

To find the critical depth Zopt where direct
stitching can be carried out when Z ≥ Zopt, the
tolerable error Δe is expressed in pixels by Eq. (34).
In this way, as the tolerable error is offered, Zopt

is computed using Eq. (35). Following the previous
analysis, the variation trends of Zopt with Δe are
shown in Fig. 22.

Δe =

(
ηθ −

(
1− Δθ

2φ0

))
Nu

=
NuΔθarcsinRsinφ0

Z

2φ0

(
φ0 − arcsinRsinφ0

Z

) ,
(34)

Zopt =
Rsinφ0

sin
2Δeφ2

0

NuΔθ+2Δeφ0

. (35)
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Fig. 22 The variation trend of Zopt with Δe

The deeper the curved object surface is, the
more accurate the direct stitching will be. If tol-
erable error Δe is less than 1 pixel, then the crit-
ical depth will be computed as Zopt = 28.7502 m.
Therefore, Eq. (35) gives the design solution for a
convex multi-aperture optical imaging system that
fits a particular curved object surface depth for di-
rect stitching. Based on the principle of this method,
Golish et al. (2012), Cao et al. (2014), and Popovic
et al. (2014) performed rapid wide FOV imaging on
their proposed ACEs.

Based on the wide FOV, Brady et al. (2012),
Afshari et al. (2013), and Cao et al. (2015) achieved
panoramic imaging. Leitel et al. (2014), Pang et al.
(2017), and Wu SD et al. (2019) used the proposed
ACEs to detect motion based on light flow. Some
convex multi-aperture optical imaging systems (Guo
et al., 2012; Shi et al., 2017; Yu et al., 2019) were
applied to fast target location.

In short, the convex structure has the advan-
tage of real-time image stitching, which is suitable
for wide FOV imaging. Based on the wide FOV,
convex multi-aperture optical imaging systems have
great application value in surveillance and reconnais-
sance, image navigation, multi-target detection, and
tracking.

7 Conclusions and future work

In this review, some typical multi-aperture op-
tical imaging systems were enumerated and catego-
rized. Then, the light field acquisition models were
summarized according to their different structures.
Based on mathematical models, the key indexes
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of different multi-aperture optical imaging systems
(e.g., FOV, sub-image overlap ratio, and common
overlapping region) were computed easily.

In the future, multi-aperture optical imaging
systems will be changed from rigid to flexible, which
means zoomable aperture and a flexible substrate.
For microlens arrays, researchers are constantly de-
signing zoomable microlenses and optimizing imag-
ing sensors from flat to curved. For lens module
arrays, flexible substrates are worth studying. In ad-
dition, considering the one common imaging sensor
structure, optical transferring systems need to be up-
graded so that the sub-image error can be as small
as possible. In short, multi-aperture optical imaging
systems will be smaller and more flexible, and have
higher resolution.

Concurrently, application research continues to
advance. Multi-aperture optical imaging systems
will be more widely used in the fields of computa-
tional photography, surveillance and reconnaissance,
image navigation, 3D reconstruction, and so on.
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Appendix A: Performance calculation
for planar ACE

Suppose that the object plane is Z away from
the optical center plane. For the single aperture
whose label is nX , every pixel coordinate u corre-
sponds to a point on the object plane. x is used to
denote the position of the object point:

x = nXΔs+ (u − cu)δu
Z

f

= nXΔs+ (u − cu)
Z

fu
.

(A1)

Therefore, the size of the sub-image object re-
gion is (Nu − 1)Z/fu. For two adjacent apertures,
if their sub-images overlap, the size of a single aper-
ture’s object region is larger than its interval Δs. In
this case, only when object depth Z is larger than
the threshold, as the following equation shows, will
adjacent sub-images overlap:

Nuδu
Z

f
≥ Δs ⇒ Z ≥ fuΔs

Nu
. (A2)

Further, the sub-image overlap ratio can be
computed as follows:

ηX = 1− Δs

Nuδu
Z
f

= 1− fuΔs

NuZ
. (A3)

When nX and u are taken to be the maximum
and minimum, the edge coordinates of the whole
object region are
⎧
⎪⎨

⎪⎩

xmin = nX(min)Δs+
Z

fu
(1− cu),

xmax = nX(max)Δs+
Z

fu
(Nu − cu).

(A4)

Note that the pixel resolution is Δx = Z/fu,
while the subpixel shift is not considered. With �·�
denoting rounding down, the number of pixels rep-
resenting the whole object region is

Nx =
xmax − xmin

Δx
=

⌊
(NX − 1)Δs

fu
Z

⌋
+Nu − 1.

(A5)

Appendix B: Performance calculation
for spherical ACE

As shown in Fig. 13, five apertures are arranged
on the spherical surface whose radius is R, and the
angle between adjacent apertures is denoted as Δθ.



844 Qi et al. / Front Inform Technol Electron Eng 2022 23(6):823-844

If the adjacent sub-images overlap, Δθ < 2φ0

should be satisfied. In this way, according to the sine
theorem, the minimum scene depth Zmin is computed
as shown below:

sin(180◦ − φ0)

Zmin/cos
Δθ

2

=

sin

(
φ0 − Δθ

2

)

R

⇒ Zmin = R
sinφ0cos

Δθ

2

sin

(
φ0 − Δθ

2

) .

(B1)

The angle of the overlapping region correspond-
ing to OG, denoted as α, can be obtained:

sin(180◦ − φ0)

Z
=

sin

(
φ0 − Δθ + α

2

)

R

⇒ α = 2φ0 − 2arcsin
Rsinφ0

Z
−Δθ.

(B2)
Thus, the sub-image overlap ratio can be com-

puted as follows:

ηθ =
α

2
Δθ + α

2

= 1− Δθ

2φ0 − 2arcsin
Rsinφ0

Z

. (B3)

Then, for the loop 0 < nθ < Nθ − 1, the projec-
tion radius of an object plane in the non-overlapping
part is

R′ = Zsin

(
Δθ − α

2
+ θG

)

= Zsin

(
Δθ − φ0 + arcsin

Rsinφ0

Z
+ θG

)
.

(B4)
Therefore, the number of apertures located at

loop nθ should satisfy

Nφ(nθ) ≥

⎡

⎢
⎢
⎢
⎢

360◦

2arctan
(Z − R)tanθ0

R′

⎤

⎥
⎥
⎥
⎥

=

⎡

⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢
⎢⎢

180◦

arctan
(Z −R)tanθ0

Zsin

(
θG +Δθ − φ0 + arcsin

Rsinφ0

Z

)

⎤

⎥
⎥
⎥⎥
⎥
⎥
⎥
⎥
⎥⎥

.

(B5)
As for the loop nθ = Nθ − 1, Nφ(nθ) should

satisfy

Nφ(Nθ−1) ≥

⎡

⎢
⎢⎢
⎢
⎢

180◦

arctan
tanθ0sinϕ

tanφ0sin(ϕ+ θG)

⎤

⎥
⎥⎥
⎥
⎥

. (B6)

Here, ϕ = arctan
(Z −R)tanφ0

Z
.
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