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Abs t rac t :  Computer vision has very wide application in human motion capture research. This paper propos- 
es a new approach to do motion capture in video. It is composed of image sequence based tracking of human 
feature points and the reconstruction of the three-dimension(3D) motion skeleton. First, every part of the hu- 
man body from top to bottom is tracked on the basis of a human model. The image difference and a morph- 
block similarity algorithm based on subpixels are used. Then camera calibration is done using the line corre- 
spondences between the 3D model and the image. Finally the 3D motion skeleton is established by use of the 
model knowledge. This approach does not aim at a given mode of human motion. Rather, it analyzes large 
scale motion from frame to frame in complex, variational baekgrotmd, and sets up a 3D motion skeleton in the 
perspective projection. The experiment results are presented at the end of the paper. 
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INTRODUCTION 

Motion capture plays an important role in the 
creation of special effects in many fields. Aside 
from use in films and animations, motion capture 
has c.omprehensive applications in the analysis of 
athlete performance, medical diagnostics, sur- 
veillance, video retrieval, etc. 

Conventional motion capture can be achieved 
through two approaches. One is to attach many 
sensors to the joints of the human body, so that 
they will record the position of the joints at every 
instant. The other is to analyze a video image in 
the following three steps: 1 ) feature extraction in 
video frames, 2) determination of the correspon- 
dence between the features of every frame, 3) 
recovery of 3D motion from feature correspon- 
dences. O'Rouke and Badler ( 1980 ) analyzed 
3D hum_an motion by mapping the input images 
to a volumetric model. In the systems of Hogg 
(1983) and Rohr( 1993), edge and line features 
are extracted from images and matched to a cy- 
lindrical 3D body mod~l. Chen and Lee(1992) 
used 17 line segments and 14 joints to represent 
the human skeleton model. Bharatkumar et al. 

(1994) also used stick figures to model the lower 
limbs of the human body in order to construct a 
general model for analyzing gait in walking. Bre- 
gler and Malik(1998) recovered information on 
3D human motion shown in orthographic projec- 
tion by marking limb segments in the initial 
frame. Due to the special complexity of human 
motion, the existing research methods have hu- 
manly unavoidable limitations (Aggarwal et a l . ,  
1997), such as a single and quiescent back- 
ground, parallelism of motion direction to the 
image plane, and tight human clothing. To at- 
tach sensors will cost too much money and time, 
restrict free movement. 

We propose a new motion capture approach 
not burdened by the many restrictions in previous 
approaches. It does not aim at a given human 
motion mode. Rather, it analyzes large scale 
motion from frame to frame in complex, varia- 
tional background, and finally sets up a 3D hu- 
man skeleton under the perspective projection. 
Then this model can be used in many applica- 
tions such as human animation, VR, etc. The 
user only needs to mark the joints of the first 
frame and the computer will do the rest. In par- 
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titular, we emphasize two objectives. One is to 
acquire the sequence of the 2D human motion 
skeleton by tracking the joint with the support of 
motion prediction and color model of the body 
part. The other is to use the correspondences be- 
tween the 3D model and the 2D image to cali- 
brate the camera and establish the sequence of 
the 3D human skeleton in the perspective projec- 
tion. 

The setup for video motion capture is shown 
in figure 1. The setup in the dashed boxes serves 
to achieve the two objectives mentioned above. 
Section 2 in this paper introduces the human 
model used in our approach. The human feature 
tracking of the image sequence and reconstruc- 
tion of the 3D human motion skeleton sequence 
are detailed in section 3 and 4 respectively. Sec- 
tion 5 presents the experiment result. 
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THE HUMANMODEL 

The basic idea is to regard the 3D human 
body as an articulated object(Huang, 1994) and 
simplify the human motion to that of skeletal mo- 
tion. Fig. 2a shows a 3D human skeleton model 
containing 16 joints named 3D feature points. 
From the knowledge of anatomy, we can acquire 
the length proportion of each line in this model. 

In this paper, the projection of a 3D feature 
point is called a 2D feature point. In the track- 
ing of 2D image sequence, we use a block to 
represent the projection of a body part in the im- 
age plane (see  Fig. 2 b ) .  The middle line of 
each block is the skeleton after projection. It di- 
vides a corresponding block into two small blocks 
of equal area. After the marking of the first 

frame, we may get a color model of each block. 
By searching out its new position in the subse- 
quent frames, we can track the human skeleton 
on the image plane. 
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Fig.2 Hmrmn model 

(a) 3D skeleton model; (b) 2D block model 

FEATURE TRACKING 

Because there is little self occlusion on the 
human head, we can acquire its color informa- 
tion easily. So, beginning with the head, we 
track every body part from top to bottom. Now 
we detail the tracking of head, trunk and limb 
respectively. 

1. Head 

For every frame in the sequence, the head 
may move toward any direction in the next 
frame. To reduce the search area o f  calvaria 
point in the next frame, we introduce an image 
difference based global motion model to predict 
the calvaria point. Then we select a search path 
to do morph-block match around the predicted 
point. 

Fig.3 Head region 

2 PAN Yunhe, ZHUANG Yueting et al. 
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Image di f fe rence  Image difference is a 
widely used image processing technique.  Here 
we show how it is used to estimate the motion di- 
rection and displacement of the human head in 
the subsequence frames. Having gotten the cal- 
varia and neck point in the current the frame k ,  
we approximate the head region as a circular re- 
gion, H .  In Fig. 3,  the diameter and center  of 
H is represented as L and O respectively. Be- 
cause there is limited small motion of heads be- 
tween two consecutive frames, we define the dif- 
ference region as a circular one,  O ,  whose cen- 
ter is 0 and radius is 2 L.  Calculate the color 
value of pixels in difference region by the follow- 
ing equations : 

Differeneeij [ R ]  = I Xij [Red]  - Xii" [Red]  I 
( i , j )Et ' -2  (1 )  

Differencelj [ G ] = I X O. [ Green ] - XO.' [ Green ] I 
( i , j )  E 1"2 (2)  

Difference0.[ B ] = . X0.[Blue] - Xq' [Blue]  I 
( i , j ) E s  (3)  

Where Xij represents the color values (RGB)  of 
a pixel in the K frame, whose coordinate is 
( i ,  j ) .  XO' represents them in the K + 1 frame. 

Because the head may move toward any direc- 
tions in the next frame,  we should judge its mo- 
tion direction at first, and then estimate its mo- 
tion displacement. Fig. 4 shows the difference 
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Fig.4 Image difference region 

region, where H'  is the head position in the next 
frame. We suppose that there is little variety in 
background between consecutive frames. So ex- 
cept for the two head regions, every pixel in the 
difference region has an approximately color val- 

ue of 0. We calculate the motion direction, a, 
by the following algorithm: 

1. Beginning from a0 = 90 ~ we get 36 angle 

V a l u e s  O~ n + 1 ---- O~n + 50  ; 

2. For every an, extend its diameter to in- 

tersect with the boundary of difference region, 
1"2, and obtain 36 lines whose length is 4L ; 

3. Calculate the sum of every pixel on every 
line, Ln, by the following equation: 

Sumn = E (Di f f e rence i j [R]  
(~,j)EL 

+ Difference/].[ G] 

+ Differenceij [ B ] ) (4)  

4.  Regard a as an angle, whose Ln has the 

largest Sumn : 

ct = { a n  J S u m n  = MAX(Sum0,  �9 . . . . .  , 

Sums6) } ; (5 )  

The foundation of this algorithm is that the 
head region has the most displacement on the 
motion direction. Based on this, the largest sum 
of color of pixels is in the motion direction in dif- 
ference region. After determining the motion di- 
rection, we estimate the head displacement in 
that direction. We obtain the color values 
(RGB) of every pixel on line Ln, and plot them 

in Fig. 5 showing a clear two-peak curve. The 
left peak corresponds to the difference from H' 
to the background, and the right one corresponds 
to the difference from H to the background. Ac- 
tually these two differences represent the head 
displacement in the image plane and have ap- 
proximately the same width. Our approach is to 
calculate the average value(denoted as a ) of all 
pixels on the line, Ln, and then define a thresh- 
old value,  p ,  such as p = 0 . 5 .  In Fig. 5,  we 
draw a l ine,  Y = a "p ,  which can produce two 
lines, D1 and D2, while intersecting with the 
two-peak curve. At last we regard the average 
length of D1 and D2 as the displacement of head 

motion. 
The above approach only fixes the motion di- 

rection on a line, but not on which end of that 
line. In practice, we just need to calculate the 
distance of D1 and D 2 to O.  If the distance of 

D1 to O is larger, the head moves to the direc- 

tion of D1 �9 otherwise moves to D2. 

Thus, by the image difference, we can ob- 
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tain the estimated position of calvaria point in the 
next frame. When we get its precise position by 
morph-block match,  we should weight the verac- 
ity of motion estimation. If the estimation is larg- 
er,  we add the threshold, p .  Otherwise minish 
p .  By this adaptive adjustment of threshold, we 
enhance the accuracy of motion estimation. 

y~ 

a ~  

Fig.5 A two-peak curve in the motion direction 

M o r p h - b l o c k  m a t c h  We have applied the 
image difference to predict the calvaria point in 
the next frame. Now we will choose a search 
path (F ig .  6 )  to do morph-block based match 
around the predicted point. 

edict point 
k+ 1 ) 

Fig. 6 Search lmth 
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F i g .  7 Two feature morph-blocks 

Because we know the calvaria and neck point 
in the first frame, the height ( m )  of the head 
block is the distance between these two points 
and the proportion of height to width ( r t )  can be 
acquired by the human anatomy. The color in- 

formation of m • n pixels in this block is saved 
as the color model for the match of subsequent 
frames. Since the head block in the image is the 
projection of the human head ,  the head motion 
will change the shape of projection. For exam- 
ple,  the head block becomes larger, when a hu- 
man is moving toward the camera.  So, the block 
match must be processed between morph-blocks. 
For this, we propose a morph-block weighted 
similarity algorithm based on subpixel. 

Define a feature morph-block A = t ( x ,  y ) ,  
m ,  n ,  0 } (see  Fig. 7 ) ,  where ( x ,  y )  is the in- 
tersection of,one side and the middle line, m is 
the height and n the width of block A,  and 0 is 
the angle between the middle line and X axis. 
Now there is a reference block A = I ( x ,  y ) ,  m ,  
n ,  0 } and a comparative block A' = { ( x ' ,  y '  ) ,  
m ' ,  n ' ,  0' } . To calculate their similarity, use 
the algorithm as below: 

1. ff m x  n < m'  • n ' ,  Then row= m ,  
column = n ; else row = m ' ,  column = n'  ; 

2.  In block A we depict column and row 
pieces of gridding lines evenly in the direction of 
0 and 0 + 90 ~ respectively. We name the inter- 
section of any two gridding lines as subpixel Xij, 
(0~< i < m ,  0 ~ < j  < n ) .  Then we use quadric 
linear interpolation to calculate the color of every 
subpixel, X//[ R e d ] ,  X 0 [ Green] ,  X 0 [ Blue ] .  

3.  In block A' we depict column and row 
pieces of gridding lines evenly in the direction of 
0' and 0' + 90 ~ respectively. Then we use linear 
interpolation to calculate the color of every sub- 
pixel, Xij" [ R e d ] ,  X 0' [ Green ] ,  X0.' [ Blue ] .  

4.  Calculate : 

diff  0 = WR " I X / / [ n e d ]  - X 0 ' [ R e d ]  I 

+ Wc " I Xii [ Green]  - X~' U Green]  I 

+ We "1 Xij[Blue] - Xij'[Blue] I 
(3 )  

S = 1 / ( W I -  ~ difflj + WE" ~,, diff 0) 
( i , j )  E b~ ( i , i)  E b~ 

(4) 
where Wn, We, WB represent the weight of each 

element in RGB, bl ,  b2 represent the two re- 

gions divided in the block, WI, W2 represent the 

weight of each region in the whole block. In the 
case of the head,  we define the center region as 
bl and the margin region as b2, namely: 
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( i , j )  E bl If m/4  < i < ( 3 / 4 ) m  

and n/4  <_ j < (3 /4 ) r t  (5 )  
( i , j )  E b2 Otherwise 

Here we have W1 > W2. This weighted mor- 

ph-block similarity measure is based on the ob- 
servation that the margin region of the head has a 
more salient change of color in motion, howev- 
er,  the center region has a relatively small 
change. S is used to represent the similarity of 
two morph-blocks, with bigger S ind ica t ing  
greater similarity. 

For a frame sequence,  we define the tracked 
head block in the current frame as the reference 
block A,  and the head block in the next frame as 
the comparative block A ' .  We set 0' as 0 - A0 
~<O'~<O+AO and m'  as m - A m ~ < m ' ~ < m +  
A m .  Since the height and width of the head 
zoom in proportion, we set n' as n - ( n / m ) A m  
<~ n' <~ n + ( n / m ) A m .  Then for every point 
( x ,  y )  on the search path, we form several A' 
by { ( x ,  y ) ,  m ' ,  n ' ,  0' } and calculate its simi- 
larity with the head block of the current frame, 
A.  The system records the A' which has the 
largest similarity. After finding the largest simi- 
larity on the past search path, the search process 
will continue until on the search path of the next 
circle it does not find a point which has a larger 
similarity. If it does,  repeat the process men- 
tioned in the last sentence. In the end,  the 
recorded A' is the head block of the next frame. 
And for the self adaptability of the color model,  
we utilize linear weight to update the color model 
(Akita ,  1984) .  

2. Trunk and Limb 

When the head block is tracked, one feature 
point of trtmk, the neck,  is fixed on. The track- 
ing of trunk and limb also depends on the above 
algorithm. But we must pay attention to two 
problems. First, because of the large limb mo- 
tion from frame to frame, we introduce a predic- 
tion mechanism to estimate the potential limb po- 
sition in the next frame, and then fix it on accu- 
rately(Liu et a l . ,  2000)  * Then, we show how 
to deal with self occlusion in the tracking of 
limb. For example, there is relatively small sim- 
ilarity in the block match when in one frame the 
tnmk occludes an upper limb. But the similarity 
will be larger as soon as the occlusion disap- 
pears. According to this, we also define the sim- 
ilarity S as the reliability of block match. In the 

match process of the frame sequence,  we pre- 
serve the reliability of every limb match. If there 
are one or several low reliability frames between 
two relatively high ones, we use the joint coordi- 
nate of high ones to obtain the joint of low ones 
by linear interpolation. Our experiment shows 
that it can deal with self occlusion to a certain 
extent and optimize the tracking performance. 

RECONSTRUCTION OF 3D HUMAN MOTION 

SKELETON 

To establish the sequence of 3D human mo- 
tion skeleton in the perspective projection, we 
must first acquire the camera parameter, namely 
camera calibration in computer vision. Then we 
calculate the coordinate of 3D feature points on 
the human model by use of the pin-hole model 
and the knowledge of the human skeleton. 

Consider two coordinate systems(Ma et a l . ,  
1998) ,  OwXwYwZw and OcXcYcZc. The former 

is an object space coordinate system in which the 
3D feature points are located. The camera is ref- 
erenced as the camera coordinate system 
OcXcYcZ c . Then every point Pw in OwX,,,YwZw 

can be translated to ( u ,  v )  on the image plane 
by two transformations, a rotation R and a trans- 
lation t .  Our goal in camera calibration is to de- 
termine R and t when some corresponding fea- 
ture lines between 3D human model and image 
plane are given. To simplify the calculation of 
partial derivative, we transform the standard for- 
mulas into 

= R Yw (6)  
\ Z" ) Zw 

( u , v )  = + D, + D,~, Z" + Dz + D r )  

(7) 

We substitute translation t with D, , D y  , D z , 

and represent parameter R by a rotation vector, 

( W x ,  Wy, Wz ) r .  We define the equation of a 

line, with a point ( u ,  v )  on it, by 

* Liu Xiaoming, Zhuang Yueting, Pan Yunhe et al . ,  Human three di- 
mension motion skeleton reconstruction of image sequence. Accepted for pub- 
lication In Journal of Computer Aided Design and Computer Graphics, Spring, 
2ooo) 
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- m  1 
u + - - v  = d (8 )  

, / m  2 + 1 ~fm 2 + 1 

where d is the perpendicular distance from the 
origin to that l ine, and m is the line slope. Now 
the partial derivative of d to Dx, Dy, D~, W~, 
Wy, W~ will be obtained. After that, we may use 

Newton method to obtain six projective parame- 
ters based on the following equation: 

aa .D aa, D 

~ + Od Aw~ + -g yy y = E 

where E is the perpendicular distance from the 
end points of a 2D feature line to the projective 
line. Because there are two end points on one 
line, we can get two equations such as ( 9 )  for 
one pair of corresponding feature lines. Given 
three pairs of such lines, six equations will form 
a linear equation group. So, there are at least 
three pairs of corresponding lines needed in Ne- 
wton method. In the human model,  we choose 
the line between left and right shoulders, and 
the two lines between the chest and two shoulde- 
rs. This choiee is based on the observation that 
this triangle should not morphitseff in motion un- 
der most eonditions. In the below deseription, 
we name each feature object of this triangle as 
the key joint,  key line, and the key triangle. In 
the first frame, the projection of key joints on 
the image plane is known by manual marking. 
The position of key joint in the object space co- 
ordinate is specified by our system. As long as 
the proportion of each key line accords with the 
anatomy, we can always find the location and 
orientation of the camera in the object space co- 
ordinate system and let the perspective projection 
of key triangle superpose with the up triangle of 
the trunk on the image plane. 

Now, corresponding to the first frame, ex- 
cept for three key joints, all other 3D feature 
points of the human model are not determined 
yet.  The next step is to acquire the 3D feature 
point coordinate ( X c ,  Y~, Z~ ) of the human 

model corresponding to a known 2D feature point 
coordinate, ( u ,  v ) .  As known from the pin-hole 
model,  to link the optical center and a projective 
point reguires a line, on which all the points 
project on the same point in the image plane. In 
order to locate the 3D feature point on this line, 

we begin with a known neighboring point and use 
the knowledge of human skeleton length to find a 
point, the distance from which to the known 
neighboring point is equal to the corresponding 
skeleton length(See the footnote on page f ive ) .  
Thus,  with the order from center to fringe in the 
skeleton model,  we can get all the 3D feature 
points coordinates in the human model. 

Then we discuss how to determine the coor- 
dinates of three key joints corresponding to the 
subsequent frames (Hang  et a l . ,  1994) .  Given 

the key joint coordinates, pn ( X~', Y~/, Z~ ) ( i = 

1 ~ 3 ) ,  of frame n in the camera coordinate sys- 
tem, let us calculate the corresponding key 
joint,  P~/+I(X~/+I, ~ + I , z ~ / + I ) ( i  = 1 - 3 ) ,  of 

frame n + 1. The corresponding 2D feature point 

in the image plane is ( U~/§ 1, ~ § 1 ) .  The rela- 

tion of /~/+ 1 and ( U~/+ 1, ~ § 1 ) can be described 

a s  

�9 / 
, f , 

( i  = 1 - 3)  ( 10 )  

The skeleton length in the human model is in- 
variable, which means : 

d(P~,P~) = d(P~i+],P~j+l)(i,j = 1 - 3)  

and i # j ( 11 )  

Using (10 )  to substitute p~§ in ( 1 1 ) ,  we 

will get a nonlinear equation group, which has 
three variables and may be solved by the grads 
method.  Thus, we obtained the key joint coordi- 
nates of frame n + 1 in the camera coordinate 
system. 

Finally we can calculate all the 3D feature 
points in human model corresponding to frame n 
+ 1 by the algorithm used on the first frame. 

EXPERIMENT RESULTS 

We have implemented a demo system on a 
personal computer. The video recordings in our 
lab were done with a single camera. Figure 8 
shows one example sequence of a human sitting 
on a chair as seen from an oblique view. In the 
top row, the 16 feature points on the first image 
are marked by the user with a mouse. After the 
hand-initialization we applied the program to a 
sequence of 25 image frames. We could success- 
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fully track all body joints in the video sequence. 
The other five frames of the top row are the 5th, 
10th, 15th, 20th and 25th frame of the clip re- 
spectively. At the same time, our system con- 
structed the sequence of 3D human skeleton in 
the perspective projection. We define a virtual 
camera to simulate the camera used in practice. 
In the middle row, we show six images of con- 
structed skeletons, which were shot from the 
same viewpoint as the top ones. Then we rotate 
the camera rightward with 30 ~ , shot six frames 
corresponding to the top ones, and showed them 
in the bottom row. As you see, the motion conti- 
nuity and authenticity are embodied in this sit- 
ting sequence, which proves the robustness of 
the algorithm in ambiguity elimination. It means 
now we can see the person sit down from a more 
oblique view. 

the first demo system that can do such a chal- 
lenging task and recover complex human motion 
with high accuracy. It is easy and straightforward 
from a user's point of view. The user only needs 
to mark the joints of the first frame and the com- 
puter does the rest. On the other hand,  any vid- 
eo stream, whether it is a film, or any historical 
shot, such as Charlie Chaplin's walking and Karl 
Lewis' running, can be our material. Future 
work will concentrate on utilizing more 3D hu- 
man skeleton motion knowledge to guide 2D fea- 
ture tracking. We should also implement the tex- 
ture mapping to visualize the human skeleton. 
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Fig. 8 The experiment of human s i t l i ~  d o w n  

CONCLUSION 

This paper proposes a new technique to cap- 
ture motion in video. It is a challenging domain 
to track human motion in the joint level and 
recover 3D motion information. Our contribution 
to this problem is that this approach does not 
pose any restrictions on human motion and finally 
sets up a 3D motion model in the perspective 
projection. To the best of our knowledge, this is 
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