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Abstract:    This paper presents a multi-face detection method for color images. The method is based on the assumption that faces 
are well separated from the background by skin color detection. These faces can be located by the proposed method which modifies 
the subtractive clustering. The modified clustering algorithm proposes a new definition of distance for multi-face detection, and its 
key parameters can be predetermined adaptively by statistical information of face objects in the image. Downsampling is employed 
to reduce the computation of clustering and speed up the process of the proposed method. The effectiveness of the proposed 
method is illustrated by three experiments. 
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INTRODUCTION 
 

Face detection has been widely used in fields 
such as security, multimedia retrieval, human com-
puter interaction, etc. Therefore it becomes one of the 
most active research areas in computer science. Re-
cently, approaches to face detection include neural 
network (Rowley et al., 1998), boosting (Viola, 2001; 
Viola and Jones, 2004), template matching (Kim et al., 
2000) and skin color (Cai and Goshtasby, 1999; 
Wang and Yuan, 2001; Soriano et al., 2003), etc. The 
methods of neural network and boosting are based on 
the mechanism of learning. Therefore a great deal of 
faces should be collected for training. In template 
matching, several standard patterns of a face are 
stored to describe the face as a whole or the facial 
features separately. The correlations between an input 
image and the stored patterns are computed for de-
tection. However, they are sensitive to variations of 
both pose and orientation. The method of skin color is 
a feature invariant approach which can work even 
when the pose, viewpoint, or lighting conditions vary; 
hence it becomes an important way in many applica-

tions from face detection to hand tracking. 
Face detection in images always deals with 

multi-face rather than a single face. The aim of 
multi-face detection is to confirm the location and 
total number of faces in an image. In this paper, an 
approach based on downsampling and modified sub-
tractive clustering is presented. In order to speed up 
the clustering algorithm, downsampling is used to 
reduce the number of pixels considerably. Aiming at 
face detection, a novel distance definition and adap-
tive parameter estimation are introduced in subtrac-
tive clustering in this paper. Thus, it is a fast and 
accurate method for multi-face detection. The pro-
posed method in this paper consists of three parts: (1) 
downsampling images; (2) separating faces from the 
background with skin color detection; (3) applying 
modified subtractive clustering to locate faces. 

 
 

IMAGE DOWNSAMPLING  
 
Image downsampling which chooses a row (or 

column) from every T rows (or columns) in an image 
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is a way to condense images regardless of resolution 
decay. Let f ′(x,y) be the downsampled image. It can 
be formulated as  

 

0 0
( , )= ( , ) ( , ),x y

i j
f x y f x y x iT y jTδ

+∞ +∞

= =

′ − −∑∑      (1) 

 
where f(x,y) is an original image and δ(x−iTx, y−jTy) is 
Dirac function with sampling intervals of column and 
row as Tx and Ty respectively. After downsampling, 
the total number of the pixels is reduced to 1/(Tx⋅Ty) of 
the original.  
 
 
SKIN COLOR DETECTION 
 
Normalized RGB color model 

It is very important to choose a suitable 
skin-color model which can be used to detect faces of 
different races, sexes and ages. Generally, colors of 
each pixel consist of R, G, B components with the 
range of [0, 1, 2, …, 255]. Consequently, the bright-
ness value I=R+G+B. Research results (Kim and Kim, 
1998) showed that human skin colors cluster in a 
small region in the RGB color space and differ more 
in brightness than in color. Therefore, the normalized 
RGB color space is considered to characterize human 
faces. Since the color information is very sensitive to 
the brightness value of each pixel, each color com-
ponent can be normalized by the brightness value I as 
follows 

 
 r=R/I, g=G/I, b=B/I,                      (2) 

 
where r+g+b=1. Note that b=B/I is no longer unique 
since b=1−r−g. Thus, the normalized RGB color 
space can be represented only with r and g. 
 
HSV color model 

It is commonly recognized that the HSV (hue, 
saturation and value) model (Gonzalez and Woods, 
2003) is more similar to the human perception of 
color than the above normalized RGB model. The hue 
(H) is a measure of the spectral composition of a color 
and is represented as an angle varying from 0° to 360°. 
The saturation (S) refers to the purity of colors, which 
varies from 0 to 1. The darkness of a color is defined 
by the value (V), which also ranges from 0 to 1. The 

HSV color model can be converted from the RGB 
model using the following equations 
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It is assumed that the RGB values have been 

normalized to the range [0, 1] and that the angle θ is 
measured with respect to the red axis of the HSV 
space. Hue can be normalized to the range [0, 1] by 
dividing it by 360° with all values resulting from 
Eq.(3). The other two HSV components are already in 
the range [0, 1] if the given RGB values are normal-
ized. 

 
Color model selection 

Though the normalized RGB color model can 
reduce the influence of the intensity, it is still sensitive 
to the intensity because of the saturation without 
separation. Therefore, in this paper, both normalized 
RGB model and normalized HSV model are used to 
detect faces. For an experiment, 14892 facial pixels of 
Asian race were selected to test the range of distribu-
tion in normalized RGB space and HSV space. The 
results are shown in Fig.1 and Fig.2, respectively. 

Based on the test, the parameters are chosen as 
follows 

 
0.4≤r≤0.6, 0.22≤g≤0.33, r>g>(1−r)/2,         (7) 

0≤H≤0.2, 0.3≤S≤0.7, 0.22≤V≤0.80.           (8) 
 

Conditions (7) and (8) can be used to detect skin 
color pixels. Therefore, a binary image can be ob-
tained from the color image which contains human 
faces through skin color detection. The binary image 
fb(x,y) can be defined as 

 

b

1, if pixel is skin color,
( , )=

0,            else.
f x y



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         (9) 
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ADAPTIVE SUBTRACTIVE CLUSTERING IN 
FACE DETECTION 
 
Modified subtractive clustering 

Generally, no prior information tells us the po-
sitions and the number of faces in an image. Consider 
an original image as shown in Fig.3a which contains 
six objects (faces) to be located. After skin color de-
tection, a binary image can be obtained. Though the 
regions of faces are separated from the background as 
shown in Fig.3b, it is still difficult for a computer to 
confirm the location and the number of faces. 
Therefore, the method of subtractive clustering (Chiu, 
1994) is employed to solve this problem. 

Define M and N as the height and width of the 
image, respectively. The data to be clustered are a 2D 
data collection 

 
{(x1,y1), (x2,y2), …, (xn,yn)}, 

 
where n is the number of skin color pixels, fb(xi,yi)=1, 

 
 
 
 
 
 
 
 
 
 
 
 
 

xi∈[1, 2, …, N] and yi∈[1, 2, …, M]. Without loss of 
generality, we assume that the data points have been 
normalized in each dimension so that their coordinate 
ranges in each dimension are equal, i.e., the data 
points are bounded by a hypercube. The normalized 
data collection is 
 

1 1 2 2{( , ),( , ), ,( , )},n nx y x y x y′ ′ ′ ′ ′ ′…  
 

where = /i ix x N′  and = / .i iy y M′  

Let di be a data point denoted as T[   ] ,i i ix y′ ′=d  
then the distance can be defined by 

 
T 1 2=[( ) ( )] ,/

i j i j i j|| ||− − −d d d d A d d      (10) 

 
where the matrix A determines the types of distance. 

Each data point is considered as a potential 
cluster center and a measure of the potential of the 
data point di proposed by Chiu (1994) is defined as  
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where the matrix A in distance is
1 0

=
0 1
 
 
 

A  and ra is 

an effective radius defining a neighborhood. Data 
points outside this radius have little influence on the 
potential. In other words, the original algorithm takes 
the same effective radius for all dimensions. However, 
different objects have different shapes, and for a face, 
for instance, its height is about 1.2 times as long as its 
width. In this paper, considering the shape of faces, 
the effective radiuses with respect to each dimension 
should be different. Thus, rax and ray are the effective 

Fig.2  Skin color clustering in normalized HSV space
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Fig.1  Skin color clustering in normalized RGB space
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Fig.3  Experiment of skin color detection
(a) Original image; (b) Binary image 
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radiuses of respective dimensions. The potential of a 
data point in this paper can be denoted as 
 

2 2

1
= exp( 4 / ),

n

i i j ax
j

P || || r
=

− −∑ d d           (12) 

where the matrix A in Eq.(10) is 
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Each constant rax and ray is the effective radius 

defining a neighborhood corresponding to its dimen-
sion. A point with many neighboring data points will 
have a high potential value. 

After the potential of every data point has been 
computed, we select the data point with the highest 
potential as the first cluster center, which will be 
considered as the location center of the first detected 
face. Let 1

*d  be the location of the first cluster center 

and 1
*P  be its potential value, the potential of each 

data point di can be revised by 
 

2 2
1 1exp( 4 / ).* *

i i i bxP P P || || r⇐ − − −d d        (13) 
 

The distance 1
*

i|| ||−d d  in Eq.(13) has the same 
definition as Eq.(10) with 
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where rbx and rby have the same effect as the constants 
rax and ray which define the neighborhoods that will 
have measurable reductions in potential. Thus, a po-
tential is subtracted from each data point as a function 
of its distance from the first cluster center. The data 
points near the first cluster center will have greatly 
reduced potential value, and therefore are unlikely to 
be selected as the next cluster center. In order to avoid 
closely spaced cluster centers, rbx and rby should be 
somewhat greater than rax and ray accordingly. A 
reasonable choice is rbx=1.5rax and rby=1.5ray. 

When the potential of all data points have been 
revised according to Eq.(13), the remaining highest 
potential is selected as the second cluster center. We 
then further reduce the potential of each data point 
with the second cluster center. In general, after the kth 

cluster center has been obtained, the potential of each 
data point can be revised by 
 

2 2exp( 4 / ),* *
i i k i k bxP P P || || r⇐ − − −d d       (14) 

 

where *
kd  is the location of the kth cluster center and 

*
kP  is its potential value.  

The process of acquiring new cluster center and 
revising potential is repeated until 
 

1 ,* *
kP Pξ<                           (15) 

 

where ξ is a small fraction. This is the end condition 
of mountain clustering (Yager and Filev, 1994) in 
stead of original subtractive clustering, for it pos-
sesses a clearer physical meaning in face detection in 
images which will be introduced in the following 
section. 
 
Parameter selection 

By now, there are three parameters, i.e., rax, ray 
and ξ to be predetermined, which exert an important 
influence on the result of face detection. On one hand, 
if rax and ray are too small, it always results in finding 
an uncompleted object. On the other hand, if rax and 
ray are too large, a cluster may contain more than one 
object. Parameter ξ has an effect on the number of the 
objects to be clustered. In original subtractive clus-
tering, these parameters are selected by experience. 
For example, ra is suggested to be a value between 0.2 
and 0.5, and ξ is usually between 0.15 and 0.50. 
However, the proposed values of the parameters do 
not always work well in face detection. How to esti-
mate the values of the parameters adaptively? We 
assume that the statistics information of the objects 
(faces) which need to be detected in the image of a 
surveillance system can be obtained approximately as 
follows: 

(1) Screen a single man walking frontally from 
far to the camera. 

(2) Select S images evenly from a sequence of 
images. 

(3) Find the deviations of the boundary of the 
object oi to its center as i

xσ  and i
yσ  which are nor-

malized in the range [0, 1], where 1≤i≤S. Accordingly, 
2 i

xσ  and 2 i
yσ  are the normalized weight and height 

of the object. Then σx and σy are two collections 
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where i
x xσ σ∈ , and i

y yσ σ∈ . The definition of data 

potential is based on Gaussian PDF which can be 
denoted as 

 
2 2( ) exp[ ( ) /(2 )].P x x µ σ= − −             (16) 

 
Combining the Gaussian function with Eq.(12), we 
have the conclusion (Hadjili and Wertz, 2002) 
 

2 2( ) / 8,    ( ) / 8.x ax y ayE r E rσ σ= =         (17) 
 

According to Eq.(17), the effective radius of each 
dimension is computed as 
 

y2 2 ( ),   2 2 ( ).ax x ayr E r Eσ σ= =        (18) 
 

The end condition of clustering depends on 
Eq.(15). Recall that 1

*P  is the highest potential of the 
data which has the most neighboring data points while 
the center data possesses the least neighboring data 
points with the potential .*

kP  In other words, the lar-
ger the object, the higher the potential will be. Based 
on that, the parameter ξ can be calculated as 

 

 
min( )

,
max( )

i i
x y
i i
x y

σ σ
ξ β

σ σ
=                     (19) 

 
where β is a security coefficient and is selected as 0.8 
in this paper. 
 
Reducing the clustering data 

The speed of the subtractive clustering mainly 
lies in the number of the data points. Downsampling 
is an effective approach to reduce the number of 
clustering data. There are two multi-face detection 
methods in this paper, each having the same detection 
procedures, but with different downsampling step 
orders. 

Method A can be described as follows: 
Step 1: downsample the original image; 
Step 2: detect faces in the downsampled image 

with skin color; 
Step 3: locate faces with the proposed subtrac-

tive clustering. 
Method B can be described as follows: 
Step 1: detect faces in a color image with skin 

color; 
Step 2: downsample the binary image; 
Step 3: locate faces with the proposed subtrac-

tive clustering. 
Comparing Methods A with B, we find that 

Method A is faster, as it puts the downsampling as the 
first step and thus reduces the data both in skin color 
detection and clustering. Furthermore, the results of 
the two methods are the same that can be illustrated 
by the binding rule of composite mapping. Define  

 
2 3 3 2 2 2: ,  : ,  : ,f g h→ → →\ \ \ \ \ \          

 
where f is a mapping of color image, g is a mapping of 
skin color detection, h is a mapping of downsampling, 

2\ is the space of (x,y), and 3\  is the space of 
(R,G,B). 
Theorem 1    If : , : , : ,f X Y g Y Z h Z A→ → →  then 
( ) ( ):h g f h g f X A= →D D D D  holds. 

( )h gD  takes downsampling as the first step 
while ( )g fD  takes skin color detection as the first, 
but both of them have the same results on the basis of 
Theorem 1. Thus Method A is selected to reduce the 
computation for the detection. 

 
 

EXPERIMENT 
 

To illustrate the good performance of the pro-
posed algorithm in this paper, three experiments were 
carried out. The first one involves the comparison of 
the two methods in which the downsampling steps are 
in different orders. The second one is to show the 
resolution-precision relationship of face detection in 
downsampled images. The final experiment shows 
the intuitionistic performance of the proposed algo-
rithm. 
Experiment 1    This experiment is performed on the 
color image shown in Fig.3a. The sampling intervals 
of the 2D image are selected as Tx=Ty=3. In other 
words, the downsampled image is reduced to 1/9. The 
statistics information of faces in the image can be 
found through the method introduced in the subsec-
tion of “Parameter selection” as 
 

( ) 0.1,   ( ) 0.11,   0.33.x yE Eσ σ ξ= = =     (20) 
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Based on Eqs.(17)~(19), the parameters of the pro-
posed clustering are estimated as rax=0.2828, 
ray=0.3111, and ξ=0.33. Comparison of the two 
methods in face detection are shown in Table 1, where 
N is the number of faces, Ci (1≤i≤N) are the centers of 
each face, and T is the cost time in detection. Table 1 
shows that the two methods have different computa-
tion times. It justifies the conclusion described in the 
subsection of “Reducing the clustering data”. 
Experiment 2    Downsampling reduces the compu-
tation time but decays the resolution of the image. The 
larger the interval of downsampling, the worse the 
resolution of the image will be. Generally, decayed 
resolution of the image always results in finding de-
viated centers of the objects through the proposed 
method. Accordingly, the purpose of this experiment 
is to find a suitable downsampling interval which will 
reduce the computation but still retain a good per-
formance of face detection. Nine sub-experiments are 
tested to verify the computation time-sampling in-
terval relationship and the detection error-sampling 
interval relationship. 

Select ( ) ( )i i
x yT T i= =  in Eq.(1), where i is from 1 

to 9 in sequence of sub-experiments. When i is 1, i.e., 
in the first sub-experiment, it is an original image 
without any resolution decay. The measure of detec-
tion error of each sub-experiment with the original is 
a function of the deviation distance of all detected 
centers which is denoted as 
 

1/ 2

( ) ( ) (1) ( ) (1)

1

1 ( ),  ( ) ,
N

i i i
j j j j

j

E i i
N =

 
= 〈 ⋅ − ⋅ − 〉 
 
∑ C C C C  (21) 

 
where ( )i

jC  is the jth detected center in the ith sub- 

experiment and < , > is an operation of inner product. 
From the result shown in Fig.4, we find that the time 
cost is rapidly reduced when sampling interval varies 
from 1 to 2, and then reduced slowly as the sampling 
interval increases. From the result shown in Fig.5, the 
detection error increases when the sampling interval 
increases. Therefore, it is reasonable to choose  
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tx=Ty=2 or 3 in order to obtain good performance 
while reducing a mass of computation.  
Experiment 3    About 100 images were tested by the 
proposed algorithm in this experiment. Some faces 
are inclined and some have different scales. Parame-
ters rax, ray and ξ are estimated according to the sub-
section of “Parameter selection”, and sampling in-
tervals Tx, Ty are both selected as 3. The proposed 
method can detect rotated faces with different sizes, 
as the skin color is not so sensitive to the orientation 
and scale. The results prove its effectiveness. Some 
results are shown in Fig.6.  
 
 
CONCLUSION 
 

This paper presents a multi-face detection 
method for color images. Because the parameter es-
timation and distance definition are both based on 
objects, the modified subtractive clustering gains 
 
 
 
 
 

Table 1  Comparison of Method A and Method B 
Method N C1 C2 C3 C4 C5 C6 T (s) 

A 6 (16,42) (70,11) (16,11) (67,41) (20,61) (20,26) 1.5120 
B 6 (16,42) (70,11) (16,11) (67,41) (20,61) (20,26) 2.2130 
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quite good performance if faces can be well separated 
from the background. The restriction of the subtrac-
tive clustering used in image processing is dealt with 
by downsampling. Moreover, the order of downsam-
pling in the proposed method is illustrated. It is im-
portant to choose a reasonable sampling interval to 
balance the precision and the computation in face 
detection. Furthermore, the proposed method can be 
applied to other object detection as well. 
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