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Abstract:    Power Quality (PQ) combined disturbances become common along with ubiquity of voltage flickers and harmonics. 
This paper presents a novel approach to classify the different patterns of PQ combined disturbances. The classification system 
consists of two parts, namely the feature extraction and the automatic recognition. In the feature extraction stage, Phase Space 
Reconstruction (PSR), a time series analysis tool, is utilized to construct disturbance signal trajectories. For these trajectories, 
several indices are proposed to form the feature vectors. Support Vector Machines (SVMs) are then implemented to recognize the 
different patterns and to evaluate the efficiencies. The types of disturbances discussed include a combination of short-term dis-
turbances (voltage sags, swells) and long-term disturbances (flickers, harmonics), as well as their homologous single ones. The 
feasibilities of the proposed approach are verified by simulation with thousands of PQ events. Comparison studies based on 
Wavelet Transform (WT) and Artificial Neural Network (ANN) are also reported to show its advantages. 
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INTRODUCTION 
 

Data storage capability of Power Quality (PQ) 
monitors has been advanced significantly in the past 
few years. This development results in the tremen-
dous amount of data accumulated with useful but 
hidden information. Meanwhile, the contamination of 
PQ environment is getting worse because extensively 
applied power electronic technologies lead to a wide 
diffusion of nonlinear, time-variant loads in power 
distribution network. In this context, detecting and 
recognizing PQ disturbances from PQ raw data are 
necessary. By identifying the causes and sources of 
such disturbances, their effects can be neutralized by 
using suitable corrective and preventive measures. 

So far, great efforts have been made for solving 

this signal processing and knowledge discovery 
problem (Gaouda et al., 2001; Tiwari and Shukla, 
2002; Chilukuri and Dash, 2004; Chilukuri et al., 
2004; Liao and Lee, 2004; Wang and Mamishev, 
2004; Youssef et al., 2004; Abdel-Galil et al., 2005; 
Chen, 2005; Germen et al., 2005; He and Starzyk, 
2006; Tong et al., 2006; Axelberg et al., 2007; Li and 
Wu, 2007). However, most of them dealt with PQ 
single disturbances only. Few of them considered the 
harmonic-related combined ones (Gaouda et al., 2001; 
He and Starzyk, 2006). As we know, none of the 
existing works reported the classification perform-
ance of flicker-related combined disturbances. It is 
challenging to classify the different kinds of com-
bined disturbances.  

In recent years, many electric devices like 
nonlinear loads, including adjustable speed drives, 
UPS, switch mode power converters, microprocessor 
controls, robotics, fax machines, laser printers and so 
on have been widely applied to industry and dwelling, 
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which feature with the nonlinear loads and inject 
harmonic currents into power grid and distort the 
voltage waveform all the time. In some places, the 
installation of reciprocating compressors, electric 
furnaces or dispersed generations cause periodic 
voltage fluctuations. These two long-term PQ dis-
turbances exist permanently in distribution network 
and combine with short-term disturbances such as 
voltage sags or swells. 

Categorizing these combined disturbances into a 
single group will lead to an inaccurate analysis. The 
existence of short duration voltage variations con-
fuses spectrum analysis of harmonic voltage wave-
form, or temporarily exaggerates the severity of 
voltage flicker. Besides, it is impossible to record the 
short-term disturbances completely since they may be 
concealed by the permanent distortion. For solving 
these problems, this paper presents a novel classifi-
cation system with the capability of recognizing 
combined disturbances. 

A classification system always comprises two 
sequential processes: a feature extraction and an 
automatic recognition. In the feature extraction stage, 
Wavelet Transform (WT) is widely used to construct 
feature vectors for subsequent training and testing 
(Gaouda et al., 2001; Tiwari and Shukla, 2002; Liao 
and Lee, 2004; Abdel-Galil et al., 2005; Chen, 2005; 
Germen et al., 2005; He and Starzyk, 2006; Tong et 
al., 2006). Besides, several other mathematical ma-
nipulations are adopted, such as Fourier transform 
(Liao and Lee, 2004; Wang and Mamishev, 2004; 
Abdel-Galil et al., 2005; Chen, 2005), S-transform 
(Chilukuri and Dash, 2004; Chilukuri et al., 2004) 
and Walsh transform (Youssef et al., 2004). For 
classifier design, the pattern recognition methods 
including fuzzy logic (Tiwari and Shukla, 2002; Chi-
lukuri and Dash, 2004; Liao and Lee, 2004), hidden 
Markov models (Abdel-Galil et al., 2005), rule table 
(Gaouda et al., 2001; Chilukuri et al., 2004), 
Artificial Neural Network (ANN) (Wang and Mam-
ishev, 2004; Tong et al., 2006), self-organizing map 
(Germen et al., 2005), dynamic time warping 
(Youssef et al., 2004) and Support Vector Machines 
(SVMs) (Axelberg et al., 2007; Li and Wu, 2007), 
have been studied and proved feasible. 

On the basis of (Li and Wu, 2007), this paper 
builds an improved classification system for PQ 
combined disturbances based on Phase Space Re-

construction (PSR) and SVMs. Unlike the existing 
feature extraction tools which map waveform infor-
mation from time domain into frequency domain, the 
PSR-based approach carries out image processing and 
defines features without mathematical transform. 
Features extracted from PSR trajectories prove more 
effective than that from spectral characteristics to 
recognize flicker-related combined disturbances. By 
exploiting the sparseness of the solution, the convex-
ity of the optimization problem and implicit mapping 
into feature space, SVMs can realize statistical clas-
sification with remarkable computational efficiency. 
Subsequent simulations show that the proposed sys-
tem can achieve a satisfying performance.  

The rest of this paper is organized as follows. 
Sections 2 and 3 discuss the feature extraction and the 
automatic recognition, respectively. Section 2 intro-
duces the basic concepts of PSR and illustrates how to 
extract disturbance features using PSR. Section 3 
presents the concept and scheme of SVM classifier. In 
Section 4, the data generation and simulation results 
are given for verifying the proposed system. Com-
parison studies and discussions are also reported. 
Finally, Section 5 draws the conclusion. 
 
 
PSR-BASED FEATURE EXTRACTION  
 
Basic theory of PSR 

PSR was first utilized to reconstruct the motion 
on strange attractors in chaotic systems. Borrowing 
the idea of constructing signal trajectories from time 
series, Li and Wu (2006) introduced PSR into PQ 
research field.  

The basic theory of PSR is to convert a scalar 
sequence of measurements into state vectors. The 
values of variables at a certain moment and those 
values after τ, 2τ, …, (m−1)τ time intervals are treated 
as coordinates of a special point in m-dimensional 
phase space. Thus, for a single variable sequence x1, 
x2, …, xN, a delay reconstruction in m dimensions can 
be formed by the vector Xi, given as 
 

Xi = [xi, xi+τ, …, xi+(m−2)τ, xi+(m−1)τ],         (1) 
 
where i=1, 2, …, L and L=1, 2, …, N−(m−1)τ. 

From Eq.(1), we get the value matrix that carries 
the coordinates of points which form the trajectory of 
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Take the sinusoidal sequence as an example. 

From a normalized sine waveform with 50 Hz power 
frequency (Fig.1a), which is sampled at 4800 Hz, we 
obtain time series of 96 points for every period: 
 

[x1, x2, …, x96] = [0, 0.065, 0.013, …, 0.998, 1, 
  0.998, …, −0.013, −0.065].     (3) 

 
We construct the trajectory in 2D phase plane 

(m=2, τ=20). The values of xi and xi+20 indicate the 
position of the ith point in trajectory. 
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Then, a sequence sampled from sine wave in a 

period can be mapped into 96 points which compose a 
sinusoidal trajectory shown in Fig.1b. 
 
 
 
 
 
 
 
 
 

Figs.2 and 3 depict the PSR process of harmonic 
and flicker waveforms, respectively. These two PSR 
trajectories look to be distorted and obviously differ 
from each other. In the next part, we further illustrate 
how to extract discriminative features from those 
trajectories for machine learning and recognition. 
 
Feature extraction 

1. Image processing 
As shown in Fig.1b, in a per-unit system the 

trajectory of sine wave is restricted to the square 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[−1, 1]×[−1, 1]. Taking a potential over-voltage into 
account, we pick a larger area of [−1.5, 1.5]× 
[−1.5, 1.5] for further analysis. This area is divided 
into 300×300 segments. Each segment indicates a 
2-value pixel (black pixel: 1; white pixel: 0). The 
pixels are assigned 1 if any point of the trajectory falls 
into the corresponding segment, and the remnant 
pixels remain 0. After such encoding process, the 
graph in Fig.1b will be transformed into a binary 
image. 

In such an image, the power system voltage 
waveform can be regarded as a combination of a 
carrier (e.g., pure sine wave) and a disturbance 
component imposed onto that waveform. The sinu-
soidal component is not the informative part in terms 
of an event detection or classification, but its exis-
tence perturbs some statistical parameters. Therefore, 
we remove sinusoidal component (also called stable 
limit circle, as shown in Fig.1b) during feature extrac-
tion procedure. 

Fig.4 gives an example of a voltage sag proc-
essing procedure.  

Fig.2  PSR process of harmonic waveform 
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Fig.3  PSR process of flicker waveform 
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Fig.1  A pure sine wave (a) and its corresponding tra-
jectory (b) using Phase Space Reconstruction (PSR) 
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2. Feature definition 
Having illustrated the image processing proce-

dure, we formulate the features extracted from char-
acteristics carried by black pixels. 
Definition 1    Carrier Component Similarity (CCS) 

The binary image of disturbance trajectory is 
compared with stable limit cycle. A black pixel in 
disturbance trajectory is marked as Sinusoidal Pixel 
(SP) if a relevant point can be found in sine wave 
trajectory to satisfy 
 

2 2( ) ( ) ,i j i jx x y y ε− + − ≤                (5) 
 
where (xi, yi) are coordinates of the ith black pixel in 
disturbance trajectory, and (xj, yj) indicates the rele-
vant pixel in stable limit cycle. ε is a small value 
greater than zero, considering ubiquitous noise. 

CCS is defined as the number of SP: 
 

CCS = n(SP).                              (6) 
 
Definition 2    Overlay Area (OA) 

After removing previous SP, the rest black pixels 
describe how densely the disturbance component 
occupies the binary image. Hence OA is represented 
by the number of Remnant Pixels (RP): 
 

OA = n(RP).                             (7) 
 
Definition 3    Mean Amplitude (MA) 

The definition of MA is given as follows: 

(RP)
2 2

1

(RP),
n

i i
i

MA x y n
=

= +∑             (8) 

 

where (xi, yi) are coordinates of the ith black pixel. 
These definitions possess the ability to distin-

guish different disturbance patterns. Because of the 
oscillating envelope, each cycle of flicker waveform 
constructs a different trajectory in phase plane (as 
shown in Fig.3), so OA values of voltage flicker as 
well as flicker-related combined disturbances are 
much larger than those of other types. The carriers of 
harmonic disturbance are distorted (as shown in 
Fig.2), which results in smaller CCS value. Therefore, 
CCS is capable to indicate harmonic-related com-
bined disturbances. MA implies the magnitude of 
disturbance event, so it is effective to distinguish 
among voltage sags and swells. 

The next part gives the test results of these fea-
ture indices. The classification logic will be shown in 
Section 3.2. 

3. Feature extraction diagram and results 
Fig.5 shows the block diagram of PSR based 

feature extraction which consists of preprocessing, 
processing, and post-processing phases. 

The patterns of combined disturbance studied in 
this paper include the harmonics combined with 
voltage sags and swells, as well as the flickers com-
bined with sags and swells. The homologous single 
types are also taken into consideration. 
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Fig.5  Diagram of PSR-based feature extraction 
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Fig.4  (a) Voltage sag waveform; (b) Voltage sag trajec-
tory based on PSR; (c) Binary image of voltage sag
trajectory; (d) Binary image of trajectory after carrier
component being removed 
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In order to uniform the disturbance feature ex-
pressions, the indices extracted will be divided by 
reference value obtained from standard sine wave. 
The scatter diagrams of normalized feature indices of 
the concerned disturbance patterns are presented in 
Fig.6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
SVM-BASED AUTOMATIC RECOGNITION 
 
Basic theory of SVM 

SVM delivers the state-of-the-art performance in 
real applications, and is established as one of the 

standard tools for machine learning and data mining 
now. The basic objective is to find a hyperplane 
which best separates the positive/negative data in the 
feature space. 

Considering a binary classification task with a 
set of linearly separable training samples S= 
{(x1, y1), …, (xn, yn)}, where x is the input vector such 
that x∈úd (in d-dimensional input space) and yi is the 
class label such that yi∈{−1, 1}, the goal of training is 
to create a suitable discriminating function 
 

( ) ,f b= ⋅ +x w x                    (9) 
 
where x is the input vector, w is the weight vector 
which determines the orientation of the hyperlane 
f(x)=0, and b is the bias or offset. 

This function realizes data separation shown in 
Eq.(10) and maximizes the distance between the 
closest vector and the hyperplane. 
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For a linear SVM, the construction of discrimi-

nating function shown in Eq.(9) results in a convex 
optimization problem formed as 
 

( )2
,

1min ,  s.t. 1,  1,2,..., .
2b i iy b i n ⋅ + ≥  =w w w x  (11) 

 
The minimization of linear inequalities is typi-

cally solved by the application of Lagrange duality 
theory. By introducing Lagrange multipliers αi, 
Eq.(11) can be converted into 
 

1 , 1

1

1max ( ) ,
2

s.t. 0,     0, 1,2,..., .

n n

i i j i j i j
i i jn

i i i
i

W y y

y i n

α α α

α α
= =

=

= − ⋅

     =  ≥    =

∑ ∑

∑

α α x x
 (12) 

 
According to Karush-Kuhn-Tucker (KKT) con-

dition, solutions α*, (w*, b*) must satisfy: 
 

( )* * * 1 0, 1,2,..., .i i iy b i nα ⎡ ⎤⋅ + − =    =⎣ ⎦w x   (13) 

 
The samples which correspond to αi

*≠0 are 
support vectors. These points lie on the hyperplane 

Fig.6  The scatter diagrams of disturbance features.
HMN, FLK, VSG and VSL stand for harmonic, flicker,
voltage sag and voltage swell, respectively. (a), (b) and
(c) are the values of Carrier Component Similarity
(CCS), Overlay Area (OA) and Mean Amplitude (MA),
respectively 
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and affect the decision of the machine. Finally the 
relevant classifier function becomes 
 

* *

1
( ) sgn .

n

i i i
i

f y x bα
=

⎡ ⎤
= ⋅ +⎢ ⎥

⎣ ⎦
∑x x              (14) 

 
Classifier design 

A single SVM is constructed to respond binary 
to the testing data. It has to be augmented with other 
strategies to achieve multi-case classification. We 
utilized a layered clustering idea to construct SVM 
classifier. First, the set of all PQ cases is divided into 
two subsets according to similarities among cases by 
a single SVM. Then, these two subsets are divided 
into four smaller sets. Totally seven SVMs are needed 
to separate different cases until each set contains only 
one PQ pattern. The sorting logic is shown in Fig.7, in 
which the texts in square brackets indicate the can-
didates for analysis, and the features in parentheses 
are the inputs to the corresponding SVM. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

It is much clear to take SVM1 as an example to 
illustrate. As shown in Fig.6b, OA values of flicker- 
combined disturbances are always greater than those 
of other disturbances. So OA is chosen as the input 
feature of SVM1, and through SVM1, flicker-related 
combined cases as well as flickers are excluded from 
other samples. By proceeding iteratively, all kinds of 
disturbances will be recognized one by one. 
 
 
SIMULATION AND ANALYSIS 
 
Data generation 

To obtain representative signals that possess the 
inherent characteristics of most common PQ distur-
bances, disturbance signals are initially generated in 
MATLAB 7.0. Some unique attributes for each dis-
turbance are allowed to change randomly, within 
specified limits, in order to create different distur-
bance cases. The randomness in the generated signals 
is intended to test the universal validity of classifica-
tion system proposed in this paper. 

The aforementioned eight categories of distur-
bances are simulated based on ten cycles of voltage 
waveform. These waveforms are generated at a sam-
pling rate of 96 samples per cycle for a total of 960 
points. 

Table 1 provides a detailed summary of distur-
bance signal models and their controlled parameters. 
One hundred and sixty training samples and 1600 
testing samples with different parameters were gen-
erated and utilized (20 training samples and 200 
testing samples for each category). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7  Tree diagram of the sorting logic 

[HMN+VSG, HMN+VSL, FLK+VSG, FLK+VSL, VSG, VSL, HMN, FLK]

SVM1 (OA)

[HMN+VSG, HMN+VSL, VSG, VSL, HMN] [FLK+VSG, FLK+VSL, FLK]

SVM2 (CCS)

[VSG, VSL][HMN+VSG, HMN+VSL, HMN]

SVM3 (MA)

[FLK+VSL, FLK][FLK+VSG]

SVM5 (MA)

[VSG] [VSL]
SVM4 (MA)

[HMN+VSL, HMN][HMN+VSG]
SVM6 (MA)

[FLK] [FLK+VSL]

SVM7 (MA)
[HMN] [HMN+VSL]

PQ disturbances Models Controlled parameters 

HMN+VSG x(t)=A[sin(ωt)+α3sin(3ωt)+α5sin(5ωt)]×{1−α[u(t−t1)−u(t−t2)]}
0.1≤α≤0.9, T≤t2−t1≤8T 
0.1≤α3≤0.2, 0.05≤α5≤0.1 

HMN+VSL x(t)=A[sin(ωt)+α3sin(3ωt)+α5sin(5ωt)]×{1+α[u(t−t1)−u(t−t2)]}
0.1≤α≤0.5, T≤t2−t1≤8T 
0.1≤α3≤0.2, 0.05≤α5≤0.1 

FLK+VSG x(t)=A[1+βsin(γωt)sin(ωt)]×{1−α[u(t−t1)−u(t−t2)]} 0.1≤α≤0.9, T≤t2−t1≤8T 
0.1≤β≤0.2, 0.1≤γ≤0.2 

FLK+VSL x(t)=A[1+βsin(γωt)sin(ωt)]×{1+α[u(t−t1)−u(t−t2)]} 0.1≤α≤0.5, T≤t2−t1≤8T 
0.1≤β≤0.2, 0.1≤γ≤0.2 

VSG x(t)=A{1−α[u(t−t1)−u(t−t2)]}sin(ωt) 0.1≤α≤0.9, T≤t2−t1≤8T 
VSL x(t)=A{1+α[u(t−t1)−u(t−t2)]}sin(ωt) 0.1≤α≤0.5, T≤t2−t1≤8T 
HMN x(t)=A[sin(ωt)+α3sin(3ωt)+α5sin(5ωt)] 0.1≤α3≤0.2, 0.05≤α5≤0.1 
FLK x(t)=A[1+βsin(γωt)sin(ωt)] 0.1≤β≤0.2, 0.1≤γ≤0.2 

HMN, FLK, VSG and VSL stand for harmonic, flicker, voltage sag and voltage swell, respectively 

Table 1  Power quality disturbance signal models of PSR-based feature extraction 
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Simulation results 
We used 160 training samples to optimize the 

parameters of the SVMs shown in Fig.7, and other 
1600 testing samples to test the feasibility of classifier. 
The simulation procedures are analyzed by using 
MATLAB that runs on a personal computer along 
with Athlon 1.69 GHz processor and 512 MB mem-
ory. Table 2 presents the simulation results. 

It can be found that the constructed and trained 
SVM classifier results in a satisfying classification 
rate of 98.5% with input features extracted using PSR. 
In order to evaluate performance of the proposed 
system, we carried out comparative tests using WT 
and ANN, which are reported blow. 
 
Comparative tests 

WT is efficient in feature extraction of single PQ 
disturbance. Based on WT and discrete wavelet multi- 
resolution analysis, different features were chosen to 
construct the feature vectors for subsequent training 
and testing in previous works. We adopted 
11-dimensional features which carry energy infor-
mation at each decomposition level proposed in (He 
and Starzyk, 2006). In order to have a fair result 
comparison, four commonly used wavelet families, 
named Haar wavelet, Daubechie’s wavelet (Db for 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

short), Symlets and Coiflets wavelets (Sym and Coif 
for short, respectively), are taken into account. Table 
3 shows the classification results using the combina-
tion of WT-based feature extraction and SVM classi-
fier. It can be found that Sym6 wavelet results in a 
relatively high accuracy. So we changed decomposi-
tion level with Sym6 wavelet for further research. 
Fig.8 shows the relationship between the decomposi-
tion level and classification performance. Table 4 
illustrates more details about the best classification 
performance at level 9. 

ANN is widely viewed as having a desirable 
topology for PQ disturbance recognition. The pattern 
of ANN utilized here is BP network with 3 layers. The 
numbers of input and output layer nodes are 3 and 8, 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Classification results PQ disturbance 
patterns HMN+VSG HMN+VSL FLK+VSG FLK+VSL VSG VSL HMN FLK 

Calculation 
time (s) 

HMN+VSG 192 0 0 0 0 0 8 0 25.0 
HMN+VSL 0 199 0 0 0 0 1 0 26.8 
FLK+VSG 1 0 194 0 0 0 0 5 25.5 
FLK+VSL 0 0 0 194 0 0 0 6 20.6 

VSG 0 0 0 0 200 0 0 0 23.3 
VSL 0 0 0 0 0 200 0 0 23.6 
HMN 0 0 0 0 0 0 200 0 26.5 
FLK 0 0 1 2 0 0 0 197 20.3 

Average results Classification accuracy: 98.5% 24.0 
HMN, FLK, VSG and VSL stand for harmonic, flicker, voltage sag and voltage swell, respectively 

Table 2  Classification results of the system proposed in this paper (based on PSR and SVM) 

Wavelet  Average 
accuracy (%) 

Calculation 
time (s) Wavelet Average 

accuracy (%)
Calculation 

time (s) Wavelet Average 
accuracy (%) 

Calculation 
time (s) 

Haar 68.6 19.3 Db9 63.4 20.5 Sym8 78.9 18.0 
Db2 73.5 21.2 Db10 69.4 19.4 Coif1 82.3 19.2 
Db3 73.4 18.7 Sym2 73.3 20.6 Coif2 75.0 20.1 
Db4 70.1 21.1 Sym3 72.6 19.5 Coif3 67.7 19.3 
Db5 64.1 21.0 Sym4 79.8 19.3 Coif4 64.5 18.7 
Db6 64.8 20.2 Sym5 80.6 19.1 Coif5 60.3 19.2 
Db7 71.4 21.2 Sym6 82.4 19.1    
Db8 68.7 20.7 Sym7 78.6 18.9    

Table 3  Classification results of the system based on WT and SVM 
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Fig.8  Classification accuracy with Sym6 wavelet at dif-
ferent decomposition levels 
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respectively, which correspond to the dimension of 
PSR-based feature and the number of disturbance 
patterns. The number of hidden layer nodes is 
scanned from 3 to 12. For each run, the ANN was 
trained with 5000 iterations. Fig.9 shows the results 
using combination of PSR and ANN classifier. 
 
Discussion 

Table 3 and Fig.8 show the classification per-
formance based on WT and SVM classifier with dif-
ferent wavelets and different decomposition levels. It 
can be found that the highest classification accuracy 
among these tests is 84.3%, which is lower than that 
obtained by the system proposed in this paper with 
PSR-based features.  

From Table 4, it can be seen that the feature 
vectors obtained by WT are not suitable for recogni-
tion of flicker-related combined disturbances. This is 
because in the condition of a relatively low frequency 
of modulating wave, the energy distribution of flicker 
is closely similar to that of voltage swell. In other 
words, the spectral characteristics in frequency do-
main of flicker, swell and flicker-combined distur-
bances are not so “unique” as visually presented 
waveforms in time domain. Therefore, PSR-based 
image analysis and feature extraction processed in 
time domain results in higher classification accu-
racy. 

Fig.9 shows the results based on PSR and ANN 
classifier. An average recognition rate of about 91% 
is stably achieved while the number of hidden layer 
nodes changes from 7 to 12. This accuracy is ac-
ceptable but still lower. Besides, ANN inherently 
requires a large number of training cycles and hence a 
longer calculation time, which is also proved in this 
study. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In a word, the advantage of the classification 
system proposed in this paper is its high recognition 
rate for PQ combined disturbances and high training 
speed. 
 
 
CONCLUSION 
 

The classification of Power Quality (PQ) dis-
turbance events is an important task for precise 
monitoring and analysis of distribution systems. With 
the overspread of long-term harmonic or flicker dis-
turbances, the relevant combined disturbance patterns 
should be taken into consideration. This paper intro-
duces a novel classification system which can achieve 
satisfying classification accuracy for several PQ 
combined disturbances and their homologous single 
patterns. 

This system consists of two parts: a PSR-based 
feature extraction and an SVM classifier. The func-
tion of the former is to extract features from distur-
bance signals, and the latter is to recognize and clas-
sify different types of power disturbances. Several 
typical disturbances are taken into consideration. The 
evaluation results with 160 training samples and 1600 

Fig.9 Classification results of the system based on
PSR and ANN 
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Classification results PQ disturbance 
patterns HMN+VSG HMN+VSL FLK+VSG FLK+VSL VSG VSL HMN FLK 

Calculation 
time (s) 

HMN+VSG 186 5 0 0 0 0 9 0 16.0 
HMN+VSL 0 191 0 0 0 0 9 0 15.9 
FLK+VSG 0 1 118 0 67 0 0 14 22.5 
FLK+VSL 0 0 0 124 0 55 0 21 20.4 

VSG 0 0 9 0 184 0 0 7 20.3 
VSL 0 0 0 24 0 158 0 18 20.5 
HMN 9 0 0 0 0 0 191 0 16.0 
FLK 0 0 2 0 0 1 0 197 20.9 

Average results Classification accuracy: 84.3% 19.1 
HMN, FLK, VSG and VSL stand for harmonic, flicker, voltage sag and voltage swell, respectively 

Table 4  Confusion matrix about classification performance with Sym6 wavelet at decomposition level 9



Li et al. / J Zhejiang Univ Sci A  2008 9(2):173-181 181

testing samples demonstrate that the proposed method 
can effectively classify different kinds of PQ com-
bined disturbances. 

Comparative studies further show the advan-
tages of this system. PSR-based feature vectors pref-
erably carry unique characteristics of different PQ 
patterns, especially flicker-related combined distur-
bances. Linear SVM classifier function is computa-
tionally much simpler. Hence, a classification system 
using PSR and SVM achieves better performance 
than some existing techniques. In addition, the idea of 
combining PSR with SVM classifier could potentially 
be used in other domains, such as audio data analysis, 
automatic target recognition, etc. 
 
References 
Abdel-Galil, T.K., El-Saadany, E.F., Youssef, A.M., Salama, 

M.M.A., 2005. Disturbance classification using hidden 
Markov models and vector quantization. IEEE Trans. on 
Power Delivery, 20(3):2129-2135.   [doi:10.1109/TPWRD. 
2004.843399] 

Axelberg, P.G.V., Irene, Y.H.G., Bollen, M.H.J., 2007. Sup-
port vector machine for classification of voltage distur-
bances. IEEE Trans. on Power Delivery, 22(3):1297- 
1303.   [doi:10.1109/TPWRD.2007.900065] 

Chen, S., 2005. Feature selection for identification and classi-
fication of power quality disturbances. IEEE Power En-
gineer Society General Meeting, 3:2301-2306.  [doi:10. 
1109/PES.A82005.1489187] 

Chilukuri, M.V., Dash, P.K., 2004. Multiresolution 
S-transform-based fuzzy recognition system for power 
quality events. IEEE Trans. on Power Delivery, 
19(1):323-330.  [doi:10.1109/TPWRD.2003.820180] 

Chilukuri, M.V., Dash, P.K., Basu, K.P., 2004. Time-Fre-
quency Based Pattern Recognition Technique for 
Detection and Classification of Power Quality Dis-
turbances. IEEE Region 10 Conf., 3:260-263.    [doi:10. 
1109/TENCON.2004.1414756] 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Gaouda, A.M., Kanoun, S.H., Salama, M.M.A., 2001. On-line 
disturbance classification using nearest neighbor rule. 
Electr. Power Syst. Res., 57(1):1-8.  [doi:10.1016/S0378- 
7796(00)00120-6] 

Germen, E., Ece, D.G., Gerek, Ö.N., 2005. Self organizing 
map (SOM) approach for classification of power quality 
events. LNCS, 3696:403-408. 

He, H.B., Starzyk, J.A., 2006. A self-organizing learning array 
system for power quality classification based on wavelet 
transform. IEEE Trans. on Power Delivery, 21(1):286- 
295.  [doi:10.1109/TPWRD.2005.852392] 

Li, Z.Y., Wu, W.L., 2006. Detection and Identification of 
Power Disturbance Signals Based on Nonlinear Time 
Series. IEEE 6th World Congress on Intelligent Control 
and Automation, 9:7646-7650.   [doi:10.1109/WCICA. 
2006.1713454] 

Li, Z.Y., Wu, W.L., 2007. Phase space reconstruction based 
classification of power disturbances using support vector 
machines. LNCS, 4426:680-687. 

Liao, Y., Lee, J.B., 2004. A fuzzy-expert system for classify-
ing power quality disturbances. Int. J. Electr. Power & 
Energy Syst., 26(3):199-205.  [doi:10.1016/j.ijepes.2003. 
10.012] 

Tiwari, A.K., Shukla, K.K., 2002. Wavelet transform based 
fuzzy inference system for power quality classification. 
LNCS, 2257:148-155. 

Tong, W.M., Song, X.L., Zhang, D.Z., 2006. Recognition and 
classification of power quality disturbances based on 
self-adaptive wavelet neural network. LNCS, 3972:1386- 
1394. 

Wang, M., Mamishev, A.V., 2004. Classification of power 
quality events using optimal time-frequency representa-
tions. IEEE Trans. on Power Delivery, 19(3):1488-1503. 
[doi:10.1109/TPWRD.2004.829940] 

Youssef, A.M., Abdel-Galil, T.K., El-Saadany, E.F., Salama, 
M.M.A., 2004. Disturbance classification utilizing dy-
namic time warping classifier. IEEE Trans. on Power 
Delivery, 19(1):272-278.   [doi:10.1109/TPWRD.2003.820 
178] 

 
 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


