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Abstract:    Images with human faces comprise an essential part in the imaging realm. Occlusion or damage in facial portions will 
bring a remarkable discomfort and information loss. We propose an algorithm that can repair occluded or damaged facial images 
automatically, named ‘facial image inpainting’. Inpainting is a set of image processing methods to recover missing image portions. 
We extend the image inpainting methods by introducing facial domain knowledge. With the support of a face database, our ap-
proach propagates structural information, i.e., feature points and edge maps, from similar faces to the missing facial regions. Using 
the inferred structural information as guidance, an exemplar-based image inpainting algorithm is employed to copy patches in the 
same face from the source portion to the missing portion. This newly proposed concept of facial image inpainting outperforms the 
traditional inpainting methods by propagating the facial shapes from a face database, and avoids the problem of variations in 
imaging conditions from different images by inferring colors and textures from the same face image. Our system produces 
seamless faces that are hardly seen drawbacks. 
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INTRODUCTION 
 

Images with human faces comprise an essential 
part of family photos and visual documentaries. As 
faces play the most substantial role in depicting hu-
man characters (Ersotelos and Dong, 2007), an oc-
clusion (e.g., visible watermark) or damage in the 
facial part of an image will bring a remarkable in-
formation loss.  

Image inpainting/image completion (Criminisi et 
al., 2004) is a technique to restore/complete the 
missing area of an occluded or damaged object, which 
is manually selected by the users. Compared with 
earlier approaches (Shih et al., 2003) that focus on 
removing only small areas on photos, the work re-
ported in (Criminisi et al., 2004) produces fairly good 
results in general cases, especially when applied to 

large continuous areas. Image inpainting techniques 
can complete holes based on both spatial and fre-
quency features. Structural properties such as edges 
of a house are extracted from spatial domain and used 
to complete an object with its structural property 
extended (Criminisi et al., 2004). On the other hand, 
textural information can be propagated from the sur-
rounding areas toward the center of a hole such that a 
seamless natural scene can be recovered. Within the 
inpainting process, in general, the user has to select an 
object to be removed (and thus the hole is created). In 
addition, there are mechanisms suggesting that hu-
man intelligence can be incorporated to produce a 
better result (Nielsen and Nock, 2005; Sun et al., 
2005). Nielsen and Nock (2005) used an interface to 
identify a source area, where texture information was 
used to inpaint the missing area. Sun et al.(2005) 
further suggested that most natural or artificial objects 
can be defined by a few main curves; by asking the 
user to draw a few curves, excellent image inpainting 
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results can be produced. In general, the problem of 
image completion can be defined as the following. 
Assume that the target image I is decomposed into 
two parts, I=Φ∪Ω, where Ω is a missing area/hole 
manually identified by the user, and Φ is a source area 
with information to be used to complete Ω. And, there 
is no overlap between the missing area and the source 
area. These terms (i.e., I, Φ, and Ω) are used in most 
articles to discuss inpainting algorithms, as well as in 
this article.  

In this paper, we try to incorporate specific do-
main knowledge into image inpainting, named ‘facial 
image inpainting’, which reconstructs partially dam-
aged facial images with the support of a face database. 
By using a prior probabilistic distribution of facial 
structural information from a face database to guide 
the traditional inpainting process, seamless results 
can be achieved.  

Hwang and Lee (2003) estimated optimal coef-
ficients for linear combinations of reference face 
images, and used least-square minimization to re-
construct the damaged face image. Inspired by 
(Hwang and Lee, 2003), Mo et al.(2004) used human 
observation on correlations between different face 
regions and produced a monotonic density feature 
space, which is used for extrapolating estimated 
missing face regions. Using a reconstruction ap-
proach similar to that in (Hwang and Lee, 2003), Mo 
et al.(2004) produced reasonable good quality of 
reconstructed faces.  

The experiments discussed in (Hwang and Lee, 
2003; Mo et al., 2004) always remove a portion of the 
face completely. That is, the left eye, the right eye, the 
nose, the mouth, or their combinations are completely 
removed. The mechanisms obtain a missing face 
portion from a synthetic reference face image and 
paste the portion completely to the reconstructed face 
image. However, due to the various changes in 
lighting conditions and skin textures in real-life im-
aging, the linear combinations of reference facial 
images will not faithfully conform to the specific 
lighting and photographic conditions of the target 
image.  

Compared with the previous methods (Hwang 
and Lee, 2003; Mo et al., 2004), this paper relates 
more closely to the traditional inpainting academy. 
Rather than synthesize the whole facial organ by a 
linear combination of reference facial images, we 

propagate the structural information (i.e., feature 
points and edge maps, called ‘facial shape’) from a 
face database, but reconstruct the textural information 
of the missing area by inferring from regions in the 
original image. Guided by the shape information from 
a face database, we use an updated exemplar-based 
image inpainting algorithm (Criminisi et al., 2004) to 
copy patches (i.e., small blocks of pixels) from the 
source face portion to the missing portion. Thus, the 
inpainted skin looks more natural. 
 
 
PROBLEM DEFINITION AND PROCEDURE 
 

Given a target face I, the user selects a missing 
area Ω. The target face is divided into two portions, 
I=Φ∪Ω, where Φ is a source area. And, Φ∩Ω=∅. We 
define Iε, Φε and Ωε as the edge map of target face I, 
source area Φ and missing area Ω (which is missing 
before inpainting) respectively, and Iε=Φε∪Ωε; define 
Iγ, Φγ and Ωγ as a set of feature points of I, Φ and Ω 
(reconstructed) respectively, and Iγ=Φγ∪Ωγ. 

We define a face database: FDB={(I, Iε, Iγ)*}. 
FDB is a set of faces, edge maps, and feature point 
sets pre-computed. The procedure to inpaint missing 
face portions follows two main steps: 

Step 1: Deducing feature point set and edge map. 
The FeatureSearch function uses source feature 

points Φγ, and searches for similar faces Ix by com-
paring Φγ and Iγx−Ωγ

x. From the similar faces found, 
the edge map and the feature point set (Iεx, Iγx) are 
computed. Therefore, 

 

FeatureSearch(Φγ, FDB)→(Iεx, Iγx).        (1) 
 
Based on the relative position of Φ in Ix, we 

compute the deduced edge map εΩ  and deduced 

feature point set γΩ  of Ω  (i.e., the final inpainting 

result) from (Iεx, Iγx). The recovery of and searching 
for feature points can be conducted by the algorithm 
discussed in Section 3.  

Step 2: Inpainting by patch guidance. 
The inpainting procedure takes the position of Ω, 

and uses the deduced information from Step 1, to 
compute the final inpainting result. Thus, 

 

Inpaint(Ω, γΩ , εΩ )→Ω .                (2) 
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The detailed inpainting algorithm is discussed in 
Section 4. Next, we illustrate how to search for faces 
with missing areas. 

 
 

FACE SEARCHING WITH MISSING AREA 
 
The process of matching a query face image to 

the most similar ones from a database mainly consists 
of two steps: (1) feature extraction; (2) distance 
measuring (Zhao et al., 2003).  

Feature extraction is essential to face recognition 
and other pattern recognition issues (Zhao et al., 
2003). The most famous and widely used feature 
extraction method is the principal component analysis 
(PCA) (Turk and Pentland, 1991), which represents 
the features as scores of principal components, i.e., 
eigenvectors with the largest eigenvalues. Low-level 
features, such as the face shape, the eyebrow tilt, and 
the eye shape (Oda and Kato, 1993), are regarded as 
salient features to define face images. Parts of the face 
as well as holistic features are used separately and 
weighted interactively by Zhang et al.(2006) to rep-
resent inter-personal face characteristics.  

Distance measuring can be used to classify a 
query image into one or more categories in a database. 
Classification methods such as linear discriminant 
analysis (LDA) (Swets and Weng, 1996) and hidden 
Markov models (HMMs) (Martínez, 1999) are often 
used. Lu et al.(2006) used a boosting method to cas-
cade several weak classifiers to form a strong classi-
fier for face matching. Zhang et al.(2006) employed 
support vector machine (SVM) with radial basis 
function (RBF) kernels to train a similarity measuring 
function. 

There have been a number of methods reported 
to identify, verify and retrieve faces (Turk and Pent-
land, 1991; Oda and Kato, 1993; Swets and Weng, 
1996; Martínez, 1999; Zhao et al., 2003; Lu et al., 
2006; Zhang et al., 2006). However, searching of 
faces with missing areas, which make the search more 
complicated, remains an open issue. In order to solve 
this problem, we introduce ‘partial face-shape 
descriptors’ to represent facial features. These partial 
face-shape descriptors are similar to that proposed in 
(Oda and Kato, 1993) by using facial feature points to 
represent facial shapes. If there are missing parts in 
the image, the lost information is composed into the 
descriptor by removing the corresponding landmarks. 

We implement the method proposed in (Gross et al., 
2004) to extract facial feature points in images with 
missing areas. Before two images are compared, the 
two facial shapes are normalized into the same scale 
including size and position. We use L2-norm between 
two facial shapes to measure the similarity between a 
target face and faces in a database. By ranking the 
measured distances, the top N faces with least dis-
tances will be obtained. As an example, Fig.1a is the 
query face, with the top 5 faces in Fig.1b selected 
from the face database. 
 
 
 
 
 
 
 
 
 
 
 
 

 
After face searching, the next step is to propa-

gate the structure information to the target face. We 
first compute the mean shape of the N faces that are 
returned by the face searching procedure: 

mean 1
( ).ii N

P mean P
≤ ≤

=  From feature points in the source 

area (i.e., Φγ), we can learn a mapping function from 
Pmean to the shape of the target face target { }.iQ = q  

Constructing such a function can be regarded as an 
interpolation or approximation problem, which 
solves the problem of approximating a continuous 
multivariate function f(x) by an approximate function 
F(x, c) with an appropriate choice of parameter set c. 
The family of RBFs (Zhang et al., 2006) is well 
known for its ability to approximate high- 
dimensional smooth surfaces, and is often used in 
model fitting. The network of RBFs to recover the 
coordinates of missing feature points is 

 

1

(|| ||),
k

j ji j i
i

φ
=

= −∑q c p q                   (3) 

 

where pj is the corresponding feature point in the 
mean shape of a missing point qj on the target face, qi 
is a source feature point on the target face, ||pj−qi|| is 

Fig.1  Searching for similar faces 
(a) Target face; (b) Top 5 faces found in the face database

(a) 

(b) 



Zhuang et al. / J Zhejiang Univ Sci A   2009 10(2):232-238 235

the Euclidean distance, k is the number of source 
feature points on the target face, cji denotes the pa-
rameters to be learned, and φ(r) is a radial symmetric 
basis function. Plugging the Hardy basis function into 
the network of RBFs results in 
 

2 2

1

( ) || || ,
k

j j j ji j i i
i

F s
=

= = − +∑q p c p q         (4) 

 

where min(|| ||)i j ij
s = −p q  is the stiffness coefficient. 

Substituting the k pairs of source feature points 
in both mean shape and target face shape as training 
data (pi, qi) into Eq.(4) results in a linear system of k 
equations. Solving the linear system yields 

 
1

source ,−=c H Q                           (5a) 
1

source( ) ,λ −= +c H I Q                     (5b) 
 
where Qsource is a k×2 matrix, whose ith row is qi, and 
λ=0.0001 is a disturbing factor determined empiri-
cally to decrease the impact of noise. As an example, 
Fig.2a illustrates a target face (with missing areas in 
squares and ellipses), and Fig.2b shows the recovered 
feature points (in white crosses). The squared feature 
points in Fig.2b were extracted from the source area, 
and then used to search for similar faces in the face 
database. Edge maps can be deduced in a similar way 
by image warping (Wolberg, 1994) using the recov-
ered feature points as control boundaries. 
 
 
 
 
 
 
 
 
 
 
 
 
PROPOSED FACIAL IMAGE INPAINTING 
FUNCTION 
 

The face image inpainting algorithm we propose 
is based on the exemplar-based inpainting algorithm 
proposed in (Criminisi et al., 2004). However, our 
revised algorithm introduces the concept of ‘patch 

guidance’, which was not found in the previous lit-
erature. Two important techniques introduced in 
(Criminisi et al., 2004) for image inpainting are pri-
ority map P(p) and confidence term C(p). The priority 
map, P(p)=C(p)D(p), is defined to be the product of a 
data term D(p) and the confidence term C(p). The data 
term is based on the product of the isophote and a unit 
vector orthogonal to the front of an inpainted area. 
The data term and the confidence term together result 
in a strategy to select the best patch to be inpainted. 
However, computing the isophote and the unit vector 
for each patch at each iteration can be time  
consuming. 

The purpose of the priority map P(p) is to find 
the patch to be inpainted. The confidence term C(p) is 
to indicate how reliable the pixel p is inpainted. We 
integrate these two factors in the face inpainting al-
gorithm, by considering the selection process of pix-
els, p, to be inpainted using the confidences of sur-
rounding pixels of p. Thus, our revised inpainting 
algorithm is presented as follows. 

We assign the initial confidence term of pixel p 
in I: C(p)=1.0 iff p∈Φ, and C(p)=0 iff p∈Ω. 

Let δΩ be a front contour on Ω and adjacent to Φ. 
Let Ψp be a patch centered at pixel p∈δΩ. We 
re-define the initial confidence term C(p) for pixels in 
δΩ, 

 

( )

1δ , ( ) ( ),
| |

pqp

p C p C q
ε εΨ Φ Ω

Ω
Ψ ∈ ∩ ∪

∀ ∈ = ∑      (6) 

 
where |Ψp| is the area of Ψp. The area is equal to 9 
pixels. That is, a 3×3 patch was used in our experi-
ments. Essentially, the confidence term computes the 
percentage of useful pixels in a patch Ψp. Useful pix-
els mean the coverage of source pixels in Φ. Since the 
edge map of the source region is computed only once 
for the entire image, computation time is saved, as 
compared to computing the isophote and the unit 
vector for each patch at each iteration (Criminisi et al., 
2004). 

Next, we introduce the concept of ‘patch guid-
ance’. In most inpainting algorithms, a large per-
centage of computation time is used while a patch is 
searching for a similar patch to be inpainted. The 
concept of patch guidance hints the searching pro-
cedure to find the most reliable patches, by using 
reference features. We believe that similar human 
faces have similar structural information (e.g., the 

(a)                                                  (b)
Fig.2  Recovery of missing feature points 

(a) Target face (with the missing areas given as squares and 
ellipses); (b) Recovered feature points (in white crosses)
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continuity of edge in a mouth boundary). There is no 
need to search for the entire face to find better patches 
(i.e., the mouth will not be similar to the eyes). These 
reference features are the deduced edge map εΩ  and 

deduced feature point set .γΩ  The deduced edge map 

is used for the calculation of the confidence term C(p) 
(using Φε∪ εΩ ). The deduced feature point set γΩ  

can be used as a starting position to locate a candidate 
patch within a range. Let Ψq be a candidate patch that 
can be used for inpainting. With respect to Ψq, there is 
a nearby feature point f ∈ ,γΩ  which can be selected 

by computing the minimal Euclidean distance be-
tween points q and f. Define by Θ(Ψq, d) an area 
centered at f, within a distance of d (which was set to 5 
pixels in our experiments). Thus, our proposed face 
inpainting algorithm is described as follows: 

Inpaint(Ω, ,γΩ  εΩ ), repeat until Ω=∅.  

Step 1: Compute boundary δΩ and ∀p∈δΩ, 
compute C(p). 

Step 2: Using the structure information obtained 
from the target face in the searching procedure as 
guidance to propagate texture informaion obtained 
from a nearby undamaged area. 

Step 2.1: Find p̂Ψ  with max C(p), ∀p∈δΩ. 

Step 2.2: Find ˆ ˆ( , )
min ( , ).

q q
q p qd

diff
Ψ Θ Ψ

Ψ Ψ Ψ
⊆

=  

Step 2.3: Copy q̂Ψ Ω∩  to ˆ .pΨ Ω∩  

Step 2.4: Update 
( )

1( ) ( ).
| |

pqp

C p C q
ε εΨ Φ ΩΨ ∈ ∩ ∪

= ∑  

The function ˆ( , )p qdiff Ψ Ψ  computes the sum of 

squared differences (SSDs) based on the CIE Lab 
color space for the difference between the two patches 

p̂Ψ  and Ψq. 

 
 
EXPERIMENTAL RESULTS 

 
We used the IMM Face Database, which com-

prises 240 annotated color images of 40 different 
human faces (Stegmann et al., 2003). The gender 
distribution is 7 females and 33 males. Fifty-eight 
landmarks were labeled on the facial structures of the 
eyebrows, the eyes, the nose, the mouth, and the jaw. 
Each face was captured in a six-image group with 

different expressions, illuminations, and viewpoints. 
Some results are shown in Fig.3. The left column 

contains the original faces, the middle column shows 
masks, and the right column shows the inpainted 
faces. Detailed inpainting results are shown in Fig.4, 
which is a comparison of results from our system 
against the results obtained by an exemplar-based 
image inpainting approach (Criminisi et al., 2004). 
The exemplar-based method works well near the 
borderline of the occlusion. However, as the inpaint-
ing goes further towards the center of the occlusion, 
the results become less and less reliable, due to the 
lack of shape information in the inpainting process. 
With shape propagation from the face database, our 
approach achieved much better results. In Figs.5 and 
6, the details are illustrated as a good and a bad ex-
ample, respectively. Fig.6 contains the details of a 
failure case (see the squares). These results are in-
painted automatically by shape propagation. It may be 
noted that, using only the symmetric property of 
human faces to manually copy missing areas will 
bring artifacts, for most faces are not in perfect 
symmetry. Furthermore, since patch search only ob-
tains a similar patch against the original, in some 
extreme situation, an inpainted face may not look 
exactly like the original one. 
 
 
CONCLUSION 

 
Our facial image inpainting algorithm is new to 

image inpainting, by incorporating facial domain 
knowledge to enhance inpainting results. Partial 
face-shape descriptors are used to search faces under 
different circumstances of missing areas. It is also the 
first time that patch guidance has been used in image 
inpainting. Patch guidance is computed from a face 
database by propagating facial shapes. We demon-
strate that the proposed algorithm works on faces with 
different skin colors. The result is visually pleasant.  

Our approach also has limitations. For instance, 
if the original face has an abnormal appearance (e.g., 
a scabbed face), which is partially covered by a mask, 
the inpainted face may not show the scab. In addition, 
we assume that the face has an ordinary distribution 
of luminous intensity; that is, the light source for 
taking the face photo is fixed in front of the person. 
How to overcome these restrictions is considered as 
our future work. 
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Fig.3  Face inpainting results 
Left: Original faces; Middle: Masks; Right: Inpainted faces

Fig.4  Comparison of detailed inpainting results 
(a) and (c): inpainting results by exemplar-based inpaint-
ing without shape propagation; (b) and (d): inpainting 
results by our approach 

(a)                                             (b) 
 
 
 
 
 
 
 
 
 
(c)                                             (d) 

(a)

(b)

Fig.5  Details of a successful face inpainting 
(a) Original; (b) Inpainted 

(a) 

(b) 

Fig.6  Details of a face inpainting failure 
(a) Original; (b) Inpainted 
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