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Abstract:    Carrier frequency offset (CFO) estimation is critical for orthogonal frequency-division multiplexing (OFDM) based 
transmissions. In this paper, we present a low-complexity, blind CFO estimator for OFDM systems with constant modulus (CM) 
signaling. Both single-input single-output (SISO) and multiple-input multiple-output (MIMO) systems are considered. Based on 
the assumption that the channel keeps constant during estimation, we prove that the CFO can be estimated uniquely and exactly 
through minimizing the power difference of received data on the same subcarriers between two consecutive OFDM symbols; thus, 
the identifiability problem is assured. Inspired by the sinusoid-like cost function, curve fitting is utilized to simplify our algorithm. 
Performance analysis reveals that the proposed estimator is asymptotically unbiased and the mean square error (MSE) exhibits no 
error floor. We show that this blind scheme can also be applied to a MIMO system. Numerical simulations show that the proposed 
estimator provides excellent performance compared with existing blind methods. 
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1  Introduction 
 

Orthogonal frequency-division multiplexing 
(OFDM) is more vulnerable to carrier frequency 
offset (CFO) than single-carrier systems (Nee and 
Prasad, 2000). Introduced by the Doppler shifts or the 
mismatch between transmit and receive oscillators, 
CFO can lead to intercarrier interference (ICI) and 
reduction in amplitude for the desired subcarriers, 
resulting in a severe degradation in bit error rate (BER) 
performance (Pollet et al., 1995). Therefore, CFO 
estimation is of great importance in OFDM systems 
and has received extensive attention in the literature. 

Generally speaking, CFO estimators can be 
classified into data-aided and blind methods. Data- 

aided estimators, which are mainly suited for burst 
packet transmissions (Morelli et al., 2007), rely on 
periodically transmitted training symbols (Moose, 
1994; Schmidl and Cox, 1997; Morelli et al., 2000; 
Minn et al., 2003; 2006) or pilots (Coulson, 2001; Yu 
and Su, 2004; Gao et al., 2008). These methods 
achieve high estimation accuracy at the expense of 
bandwidth efficiency, indicating relatively low at-
tractiveness for continuous transmissions (Ai et al., 
2006). 

Many blind estimators have also been proposed 
to improve the bandwidth efficiency. The methods 
using the cyclic prefix (CP) preceding OFDM sym-
bols have low complexity (Beek et al., 1997; Hsieh 
and Wei, 1999; Lashkarian and Kiaei, 2000), but their 
performance is not guaranteed in mobile environ-
ments since part of the CP is inevitably blurred by 
multipath effects. A large number of blind estimators 
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take advantage of the null or virtual subcarriers 
(VSCs) existing in many OFDM systems (Liu and 
Tureli, 1998; Tureli et al., 2000; 2001; 2004; Ma et al., 
2001; Huang and Letaief, 2006). This idea was 
originally introduced by Liu and Tureli (1998), where 
the inherent orthogonality between VSCs and infor-
mation bearing subcarriers is exploited to estimate the 
CFO. Although highly accurate and robust to the 
channel multipath, this subspace-based estimator may 
suffer from the identifiability problem (Ma et al., 
2001). Two techniques, exploiting distinctively 
spaced VSCs and randomly hopping VSCs, were 
proposed to solve the identifiability problem (Ma et 
al., 2001), but the complexity is relatively high since 
the line search method is used to minimize the cost 
function. Amongst other recently proposed algo-
rithms, the diagonality criterion based method esti-
mates the CFO via minimizing the total off-diagonal 
power in the signal covariance matrix, and the spec-
tral method tracks the location of the ripple peaks to 
provide an estimate of CFO with the help of a comb 
filter (Roman et al., 2006; Talbot and Boroujeny, 
2008). Both of them yield efficient bandwidth utili-
zation since no pilots or VSCs are required. 

Intense attention has been given over recent 
years to multiple-input multiple-output (MIMO) 
techniques, which dispose multiple antennas at both 
transmitter and receiver sides to provide spatial di-
versity and capacity gains (Stüber et al., 2004). Yao 
and Giannakis (2005) introduced a kurtosis metric 
based on the observation that the distribution of the 
received signal has the maximum non-Gaussianity 
when there is no CFO for the CFO estimation in 
MIMO-OFDM systems. Using curve fitting, this 
method can obtain highly accurate results with low 
complexity, but this is true only when the results are 
averaged over a large number of OFDM symbols. To 
minimize this process delay, Zeng and Ghrayeb (2008) 
proposed a constant modulus (CM) signaling based 
algorithm. It accomplishes the estimation procedure 
using only one OFDM symbol with the assumption 
that the channel frequency response on two neighbor- 
ing subcarriers is approximately the same. However, 
we will show that minimizing Zeng’s cost function 
would not render an exact estimate of the CFO and its 
performance degrades severely as the channel’s  
 

frequency selectivity becomes more pronounced. 
In this paper, we present a blind CFO estimator 

for both single-input single-output (SISO) OFDM and 
MIMO-OFDM systems with CM signaling. The 
proposed method does not require a priori knowledge 
of the transmitted data or the multipath channel. Also, 
no pilots or VSCs are needed so that all subcarriers 
can be used to transmit data although is still applica-
ble in the presence of VSCs. The only requirement is 
that the channel keeps constant during estimation, 
which is also assumed in (Yao and Giannakis, 2005; 
Zeng and Ghrayeb, 2008) and most frame based 
transmissions, e.g., IEEE 802.11a (1999) and IEEE 
802.16d (2004). Under this assumption, we find that 
the square amplitudes of the received data on the 
same subcarriers in two consecutive OFDM symbols 
are identical in the absence of CFO. This finding 
forms our cost function which measures the power 
difference of data on the same subcarriers between 
two consecutive OFDM symbols. It is shown that 
minimizing the cost function yields a unique and 
exact estimate of the CFO in the noise free case; thus, 
the identifiability problem is assured. We also exploit 
curve fitting to simplify the proposed algorithm. 
Furthermore, we derive the theoretical mean and the 
mean square error (MSE) of the proposed algorithm. 
It is shown that our estimator is asymptotically un-
biased and the theoretical MSE fits the simulation 
results quite well at medium to high signal-to-noise 
ratio (SNR) values. With the help of Alamouti 
(1998)’s scheme, the proposed method is then applied 
in MIMO-OFDM systems. Numerical results show 
that our proposed method performs better than Yao’s 
and Zeng’s algorithms in both SISO and MIMO sys-
tems over different multipath channels. 

Notations: Upper- and lower-case bold symbols 
denote the matrices and column vectors, respectively; 
AT denotes the transpose of A; AH stands for the 
conjugate transpose of A; [W]mn=(N)–1/2exp(j2πmn/N) 
is the N×N inverse discrete Fourier transform (IDFT) 
matrix; {}* refers to the elementwise conjugation. IN 
indicates the identity matrix with size N×N. diag{a1, 
a2, …, aN} denotes the diagonal matrix with a1, a2, …, 
aN on the main diagonal. E{} represents the expecta-
tion. |·| indicates the corresponding amplitude, while 

{}ℜ  denotes the real components. 
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2  SISO-OFDM system model 
 
We will refer to SISO-OFDM as OFDM for 

concision in the following analysis. Assuming there 
are N subcarriers used for the data transmission, let 
Eq. (1) denotes the mth data block to be transmitted: 

 
T

,0 ,1 , 1( ) , ,  ..., ,m m m Nm d d d −⎡ ⎤= ⎣ ⎦d               (1) 

 
where dm,n (n=0, 1, …, N−1) is the source symbol 
drawn from a CM constellation with zero mean and 
variance 2

dσ . In typical OFDM systems, N complex 
data are modulated onto N mutually orthogonal sub-
carriers via the IDFT at the transmitter. Using matrix 
representation, the mth data block after modulation is 
 

T
,0 ,1 , 1( ) [ , , ..., ] ( ).m m m Nm x x x m−= =x Wd        (2) 

 
The CP, which is a copy of the last L samples of 

the modulated data, is prefixed to form an OFDM 
symbol and its length is assumed to be longer than the 
maximum channel delay spread to avoid intersymbol 
interference (ISI). The resultant baseband signal is 
up-converted to radio frequency (RF) and transmitted 
through the multipath channel. In the receiver end, 
there usually coexist timing offset and CFO in the 
down-converted received signal. We assume that the 
timing synchronization―devoted to finding the cor-
rect position of discrete Fourier transform (DFT) 
window―is perfectly achieved. Therefore, the CP is 
removed and the remaining N samples are fed into the 
DFT processor for demodulation. With a CFO nor-
malized by the subcarrier spacing as ε, the DFT output 
of the mth received data block is 
 

[ ]j2 ( 1) / H( )=e ( ) ( ) ( ),m N mL Nm m mε επ − + +y W Φ WHd w  (3) 
 
where 2( ) ~ CN(0,  )n Nm σw I  represents the additive 
white Gaussian noise (AWGN), and Φ and H denote 
the CFO matrix and channel frequency response ma-
trix, respectively: 
 

{ }
{ }

j2 / j2 1 /

,0 ,1 , 1

( ) diag 1, e ,  ..., e ,

diag , ,  ..., .

N N N

m m m NH H H

ε εε π π( − )

−

⎧ =⎪
⎨

=⎪⎩

Φ

H
       (4) 

In this study, we suppose that the channel is slow 
fading so that it remains constant while the estimation 
is performed. The proposed algorithm is aimed at 
estimating the fractional CFO, i.e., ε∈[−0.5, 0.5]. For 
more general cases, our method can be combined with 
VSCs based algorithms to enlarge the acquisition 
range or we may use other means (Schmidl and Cox, 
1997) to reduce the initial larger CFO. If there is no 
CFO, signals on the nth subcarrier of the mth received 
OFDM symbol would be 
 

, , , , , 0,1, ..., 1.m n m n m n m ny d H w n N= + = −        (5) 
 
Thus, a single-tap equalizer can be used to recover 
data, which is one of the merits of OFDM techniques. 
On the other hand, ICI will occur because of the loss 
of mutual orthogonality between subcarriers. Then 
we have 
 

[ ]2 1j ( 1)

, 0 , , , ,
0,

,

e

        , 0,1, ..., 1, (6)

Nm N mL
N

m n m n m n l n m l m l
l l n

m n

y I d H I d H

w n N

επ −− +

−
= ≠

⎛ ⎞
= +⎜ ⎟

⎝ ⎠
+ = −

∑  

where 

( )sin( ) exp j ( 1) .
sin(π( ) / )nI N n

N n N N
π π⎛ ⎞= − −⎜ ⎟+ ⎝ ⎠

ε ε
ε

(7) 

 
We find that the CFO results in amplitude re-

duction for the desired subcarrier and a power leakage 
from others, and consequently causes BER degrada-
tion. Therefore, the estimation and compensation of 
CFO should be accomplished with high fidelity. 
 
 
3  Proposed CFO estimation scheme for 
SISO-OFDM systems 

3.1  Proposed algorithm 

To counteract the detrimental effect of CFO, a 
compensation matrix is generally applied to the re-
ceived data before DFT. Supposing that the estimated 
CFO is denoted by ε̂ , the mth received data block 
after CFO compensation and DFT is 
 

[ ]j2 ( 1) / H ˆ( ) e ( ) ( )+ ( ),m N mL Nm m mε ε επ − += −y W Φ WHd v (8) 
 
where v(m) has the same statistical property as w(m). 
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In the absence of noise, if there is perfect CFO com-
pensation, the data on the nth subcarrier reduce to 
dm,nHm,n. Similarly, the counterpart in the (m+1)th 
data block is dm+1,nHm+1,n. Applying the square am-
plitude operation on these two terms, we have 
 

2 2

, , 1, 1, ,m n m n m n m nd H d H+ +=                  (9) 

 
since the channel frequency response keeps constant 
over two consecutive OFDM symbol durations and 
the square amplitudes of signal can be simply re-
moved from both sides when CM signaling is adopted. 
This observation enlightens us to formulate a cost 
function that searches for an estimated CFO to mini-
mize the power difference of data on the same sub-
carriers between two consecutive OFDM symbols, 
i.e., 

( )1 22 2

, 1,
0

( ) ( ) ( ) ,
N

m n m n
n

J y yε ε ε
−

+
=

= −∑% % %        (10) 

 
where ˆ.ε ε ε= −%� ��Compared with Zeng’s method 
where only one OFDM symbol is used to complete a 
single estimation, the proposed algorithm needs the 
observation of two consecutive OFDM symbols. 
However, it will be shown that our estimator offers an 
excellent performance in spite of this minor process-
ing delay. 

3.2  Identifiability problem 

It is readily understood that the cost function in 
Eq. (10) reaches its minimum, namely 0, when CFO is 
correctly compensated. Then we come to the identi-
fiability problem which involves whether minimizing 
the cost function yields a unique and exact estimate of 
the CFO. In a noise free case, our cost function can be 
simplified as 
 

( ) cos(2 ) sin(2 ) ,J A B Cε ε ε= π + π +% % %         (11) 
 
where A, B and C are constants which depend only on 
data and channel realization (for details of derivation, 
see Appendix A). Note that the cost function reaches 
0 when ˆ ,ε ε=  i.e., 
 

(0) 0   and  0.J A C A C A= + = ⇒ = − <      (12) 

Also, given that our cost function is nonnegative and 
continuous over the concerned CFO range, the first 
order derivative of Eq. (11) must be 0 at ˆ .ε ε=  This is 
because ε̂ ε=  is actually an extremum of the cost 
function based on the knowledge of calculus. Con-
sequently, we have 
 

(0) 2 0 0.J B B′ = π = ⇒ =                (13) 
 
With the results of Eqs. (12) and (13), Eq. (11) can be 
simplified as 
 

( ) cos(2 ) , 0.J A A Aε ε= π − <% %            (14) 
 
Eq. (14) shows that our cost function reaches its 
minimum value if and only if the CFO is truly com-
pensated in the absence of noise. Thus, the identifi-
ability problem is assured. We plot an example of the 
cost function in Fig. 1, where the actual CFO is 0.15. 
It is shown that our cost function is a sinusoidal curve 
and the precise estimate of CFO is in accordance with 
our expectation. Yao’s and Zeng’s methods are in-
cluded here for comparison. Note that in Yao’s 
method, the fourth-order statistics of kurtosis is 
minimized, while in Zeng’s method, the power dif-
ference of data on each pair of neighboring subcarri-
ers is minimized; thus, their cost functions can also be 
rearranged as the format of Eq. (11). However, the 
coefficient of the second term in Eq. (11) cannot be 
removed when a small number of OFDM symbols are 
used for Yao’s method or the channel is frequency- 
selective for Zeng’s method. This residual term would 
cause an inexact estimate of CFO (Zeng and Ghrayeb, 
2008). However in our cost function, this undesired 
term can be ignored as long as the channel keeps 
constant during the estimation procedure. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  An example of our cost function vs. normalized 
carrier frequency offset CFO in noise free case (N=32, 
CFO=0.15) 
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For real applications, there are always some 
VSCs embedded in OFDM symbols for various 
purposes. As proven in Appendix A, the proposed 
algorithm is still applicable with VSCs and the iden-
tifiability problem is also guaranteed. However, the 
estimation accuracy would degrade since the number 
of subcarriers able to be used for CFO estimation 
decreases. 

3.3  Algorithm simplification 

Minimizing the cost function can be done by 
exhaustive line search (Ma et al., 2001), but the 
complexity and estimation accuracy strictly depend 
on the grid that is used during the search (Gao and 
Nallanathan, 2006). Adaptive algorithms may also be 
applied but such parameters as the initial point and 
step size should be paid special attention to avoid 
failure (Talbot and Boroujeny, 2008), and the com-
plexity is still high. Since our cost function is essen-
tially a sinusoidal curve over the concerned estima-
tion range, curve fitting can be utilized to simplify our 
algorithm (Yao and Giannakis, 2005). In real appli-
cations, A is not equal to −C and furthermore B is not 
exactly 0 because of the presence of noise. Since B is 
still small enough, it is ignored. This approximation is 
reasonable as the numerical results show that our 
estimator using curve fitting achieves almost the op-
timal BER performance over different multipath 
channels. Accordingly, our cost function with noise is 
given by 
 

( ) cos(2 ) .J A Cε ε= π +% %                   (15) 
 
We first calculate the value of Eq. (15) at several 

points before giving an estimate of the CFO, i.e., 
 

( 0) cos(2 ) ,
( 0.25) cos2 ( 0.25) sin(2 ) ,
( 0.25) cos2 ( 0.25) sin(2 ) .

J A C
J A C A C
J A C A C

− = π +⎧
⎪ − = π − + = π +⎨
⎪ + = π + + = − π +⎩

ε ε
ε ε ε
ε ε ε

(16) 
 

Consequently, constants C and A can be calculated by 
 

2 2 1/2

[ ( 0.25) ( 0.25)] / 2,
[( ( ) ) ( ( 0.25) ) ] .

C J J
A J C J C

ε ε

ε ε

= − + +⎧
⎨

= − − + − −⎩
     (17) 

 
With Eqs. (16) and (17), it is easily demonstrated that 

( )

( )

1/ 2

1/ 2

arcsin(0.5 ( ( ) ) / 2 ) / ,
if  ( 0.25) / 0,

ˆ
arcsin(0.5 ( ( ) ) / 2 ) / ,

if  ( 0.25) / 0.

J C A
J C A

J C A
J C A

⎧+ − − π
⎪

− − >⎪= ⎨
− − − π⎪
⎪ − − <⎩

ε
ε

ε
ε

ε

       (18) 

 
Using curve fitting, only several points need to 

be calculated before coming to the final result and the 
global minimum is also guaranteed; thus, our algo-
rithm has low complexity. 

3.4  Performance analysis 

In this part, we analytically assess the perform-
ance of the proposed estimator over the multipath 
channel in the presence of noise. The Cramér-Rao 
lower bound is not included in this study because of 
its equality to infinity without VSCs (Ghogho et al., 
2001). In Meyrs and Franks (1980), by assuming at 
high SNR values, the expectation and mean square 
error (MSE) of our estimator can be well approxi-
mated by 
 

{ }
2

2

{ ( )} {[ ( )] }ˆ ˆ{ } ,  MSE ,
{ ( )} [ { ( )}]

E J E JE
E J E J

′ ′
≅ − ≅

′′ ′′
ε εε ε ε
ε ε

  (19) 

 
where ( )J ε%  is the cost function defined in Eq. (10), 
and ( )J ε′  and ( )J ε′′  denote the first- and second- 
order derivatives of the cost function at ˆ ,ε ε=  re-
spectively. Supposing that the source symbol has unit 
energy, i.e., 2 1,dσ =  we have Eq. (20): 
 

4 21
6 4 22 2

0
2

21
2 2

20

ˆ{ } ,   
ˆMSE{ }

7 ( )sin
9 3

.

6 ( )sin

N

n k k k
k k k

N
k k

d
k k k

E

N N k kH H H
N

H H
k k

N

ε ε
ε

σ

σ

−

′
′= ≠

−
′

′= ≠

≅
≅

′⎧ ⎫− π
+⎨ ⎬

⎩ ⎭
⎧ ⎫
⎪ ⎪

π ⎨ ⎬′− π⎪ ⎪
⎩ ⎭

∑ ∑

∑∑

 

 
The proof of Eq. (20) is given in Appendix B. 

The expectation ε reveals that our estimator is 
asymptotically unbiased. The analytical MSE de-
pends on the OFDM block size N, the SNR, and the 
channel frequency response. To gain more insight into 

(20)
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Eq. (20), we suppose that the channel is frequency 
nonselective and N is sufficiently large; thus, the MSE 
can be well approximated as Eq. (21). 
 

22ˆMSE{ } 4 /(3 SNR ).kN H≅ π ⋅ ⋅ ⋅ε           (21) 
 
Eq. (21) shows that the MSE of our estimator is in-
versely proportional to N and SNR. To verify the 
performance analysis, we compared the MSE ob-
tained by numerical simulations with analytical re-
sults given by Eq. (20) in Fig. 2. A deterministic but 
unknown multipath channel (the channel model is 
CH1, which will be described in Section 5) is as-
sumed and different block sizes are adopted. As 
shown in Fig. 2, the analytical results fit the numerical 
results well at medium-high SNR values and the MSE 
exhibits no error floor, which means the performance, 
improves as long as SNR increases. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4  Proposed CFO estimation scheme for 
MIMO-OFDM systems 
 

In this section, we apply the proposed CFO es-
timator to a MIMO-OFDM system with MT transmit 
antennas and MR receive antennas. The channel fre-
quency response between different transmit-receive 
antenna pairs is independent and identically distrib-
uted (i.i.d.). Also, different receive antennas experi-
ence a single common CFO (Yao and Giannakis, 
2005). If there is perfect timing synchronization, the 
signal received by the rth receive antenna in the time 
domain can be 

[ ] Tj2 ( 1)

,
1

R

( ) e ( ) ( ) ( ),

              1, 2, ..., , (22)

m N mL M
N

r t r t r
t

m m m

r M

π − +

=

= +

=

∑
ε

εz Φ WH d w  

where 
T

, ,0 , ,1 , , 1

, , , ,0 , , ,1 , , , 1

( ) [ , , ..., ] ,
diag{ , , ..., }.

t t m t m t m N

t r t r m t r m t r m N

m d d d
H H H

−

−

⎧ =⎪
⎨

=⎪⎩

d
H

    (23) 

 
dt(m) and Ht,r denote the data transmitted from the tth 
transmit antenna and the channel frequency response 
between the tth transmit antenna and the rth receive 
antenna, respectively. As can be observed from 
Eq. (22), the signal received by each receive antenna 
is essentially a combination of the signal transmitted 
from all transmit antennas. In the receiver, the CFO is 
first estimated and then compensated as in the case of 
SISO-OFDM systems. Therefore, the output after 
CFO compensation in the frequency domain is given 
by 
 

[ ]
T

H

j2 ( 1) / H
,

1

R

ˆ( ) ( ) ( )

ˆe ( ) ( ) ( ),

 1, 2, ..., . (24)

r r
M

m N mL N
t r t r

t

m m

m m

r M

ε

ε

ε επ − +

=

= −

= − +

=

∑

y W Φ z

W Φ WH d v

 
If the CFO can be exactly compensated, Eq. (24) 
reduces to 
 

T

T

, R
1

, , , , , , , , ,
1

( ) ( ) ( ),  1, 2, ..., ,

 ,

M

r t r t r
t

M

r m n t r m n t m n r m n
t

m m m r M

y H d v

=

=

= + =

⇒ = +

∑

∑

y H d v
 (25) 

 
where Ht,r,m,n denotes the channel frequency response 
on the nth subcarrier from the tth transmit antenna to 
the rth receive antenna. Unlike in SISO-OFDM sys-
tems, the amplitude of channel frequency response 
cannot be simply decoupled from the output by square 
amplitude operations when ˆ .=ε ε  

Space-time block codes (STBC) are usually used 
to improve the rate and error performance in MIMO 
systems (Stüber et al., 2004). With the application of 
Alamouti (1998)’s STBC, the amplitude of Ht,r,m,n can 
be computed with the observation of two consecutive 
OFDM symbols (Zeng and Ghrayeb, 2007). Without 
loss of generality, we consider a MIMO-OFDM  

Fig. 2  MSE performance comparison between theo-
retical and numerical results with different values of 
the OFDM block size, N 
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system with two transmit antennas, while the situation 
with an arbitrary number of transmit antennas can be 
obtained using the same approach. Let the data be 
transmitted from two antennas on the nth subcarrier at 
the mth to (m+3)th OFDM symbol durations 
(Alamouti, 1998): 
 

1, , 2, , 1, 1, 2, 1,

2, , 1, , 2, 1, 1, 1,

.m n m n m n m n

m n m n m n m n

d d d d
d d d d

∗ ∗
+ +

∗ ∗
+ +

⎡ ⎤− −
⎢ ⎥
⎢ ⎥⎣ ⎦

       (26) 

 
We assume that the channel keeps constant over 

four OFDM symbol durations. Therefore, if there is a 
perfect CFO correction, the corresponding DFT out-
put on the nth subcarrier of the rth receive antenna 
over four OFDM symbol durations can be written as 
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Here we omit the noise term for brevity. Apply-

ing the square amplitude operation on Eq. (27), we 
can obtain 
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Interestingly, the undesired terms in Eq. (28) can be 
simply removed according to Zeng and Ghrayeb 
(2007), as shown in Eq. (29): 
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Based on the observation of Eqs. (28) and (29), 

the cost function of our estimator in the MIMO- 
OFDM system is shown in Eq. (30): 
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Once again, our estimator needs more OFDM 
symbols than Zeng’s and Yao’s methods since ours 
takes advantage of the invariance of channel in the 
time domain whereas the other two exploit the in-
variance in the frequency domain. One can verify the 
identifiability problem in the same way as in the 
SISO-OFDM case and curve fitting can also be ap-
plied to simplify the minimization procedure of 
Eq. (30). 
 
 
5  Numerical results 
 

Numerical simulations have been conducted to 
show the efficiency of the proposed scheme. The 
simulation results are compared with those of Zeng’s 
and Yao’s methods in terms of MSE and BER. 

5.1  Simulation parameters  

The considered OFDM system has a block 
length of N=32 and a CP length of 8. The carrier 
frequency is 2.4 GHz, and the available bandwidth is 
5 MHz. In our simulation, transmitted source symbols 
are modulated by quadrature phase-shift keying 
(QPSK). The normalized CFO is uniformly distrib-
uted in the range (−0.5, 0.5]. All results are averaged 
over 10 000 independent Monte Carlo simulations. 
The multipath channel is an exponentially decayed 
Rayleigh fading channel and the channel impulse 
response (CIR) is given by (O’Hara and Petrick, 1999) 
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where 2(0, / 2)kσN  represents the Gaussian random 
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variable with zero mean and variance 2 / 2kσ ; TS is the 
baseband sample rate, which is 0.2 μs in this study; 
TRMS is the root mean squared delay spread, which is 
an environmental parameter. Three channels with 
TRMS of 222, 404 and 528 ns are exploited in simula-
tions, which will be referred to as CH1, CH2 and CH3 
respectively. The maximum length of the channel is 
given by 10·TRMS/TS. For each realization, the channel 
is randomly generated and kept constant during  
estimation. 

5.2  SISO-OFDM systems 

Fig. 3 demonstrates the MSE of the proposed 
algorithm with different numbers of VSCs over CH1. 
It is shown that the fully loaded system has the best 
performance since all subcarriers can be utilized for 
CFO estimation and there is only a slight degradation 
with up to 12 VSCs. Therefore, we assume that all the 
subcarriers are used for data carrying in the following 
simulations, just as in (Yao and Giannakis, 2005; 
Roman et al., 2006; Zeng and Ghrayeb, 2008). 

 
 
 
 
 
 
 
 
 
 

 
 
The proposed algorithm is compared with 

Zeng’s and Yao’s methods since they both need no 
pilots or VSCs. Two consecutive OFDM symbols are 
exploited during estimation. Fig. 4a shows the nor-
malized MSE of the candidate estimators versus SNR 
over three different fading channels. We observe from 
the figure that our estimator displays a distinct supe-
riority over the others, especially when SNR is high. 
Interestingly, Zeng’s method performs better than our 
proposed estimator at low SNR values under CH1. 
However, both Zeng’s and Yao’s methods exhibit an 
error floor over three channels. This phenomenon can 
be attributed to the fact that both of these methods 
have internal interference, introduced by the chan-

nel’s frequency selectivity, with constant energy over 
specific channels. The dominant factor associated 
with MSE performance is the additive noise; it can be 
referred to the external interference, when SNR is low, 
whereas the internal interference dominates as SNR 
augments. Since the channel’s frequency selectivity 
increases accordingly from CH1 to CH3, the error 
floor takes place earlier in the SNR coordinate (Fig. 
4a). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 

 
 
Fig. 4b compares the BER performance among 

different estimators over three fading channels. We 
assume the receiver has a perfect knowledge of the 
channel frequency response. Also, the BER obtained 
with true CFO compensation is included as the 
benchmark. It is observed that our estimator performs 
the best among the three estimators and almost 
achieves the optimal BER performance compared 
with the benchmark, only showing slight degradation 
when SNR is lower than 10 dB. In addition, notice 
that the BER of our method keeps nearly identical in 
three cases, which reveals the robustness to the 
channel’s frequency selectivity. For Yao’s method, the 
error floor in the CFO estimation results in another 

Fig. 3  MSE performance of the proposed estimator with 
different numbers of VSCs in SISO-OFDM systems 
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error floor in the BER curve. On the other hand, al-
though Zeng’s method exhibits an error floor in the 
MSE over CH1, this floor does not translate into an 
error floor in BER; in fact, it has roughly the same 
performance as our method in this instance. 

Fig. 5 illustrates the MSE and BER performance 
of the three CFO estimators when 10 consecutive 
OFDM symbols are applied, respectively. The per-
formance of both Zeng’s and Yao’s methods improves, 
in accordance with the results in (Yao and Giannakis, 
2005; Zeng and Ghrayeb, 2008). For the proposed 
algorithm, only the MSE continues to decrease, but 
showing no further improvement in BER. This is 
because our estimator already obtains nearly the op-
timal BER performance using two OFDM symbols. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

5.3  MIMO-OFDM systems 

The simulated MIMO-OFDM system has two 
transmit antennas and one receive antenna. Simula-
tions are accomplished within four consecutive 
OFDM symbols. The MSE and BER of different 
estimators are shown in Figs. 6a and 6b, respectively. 
In Fig. 6a, our estimator exhibits performance im-
provements compared with the results in Fig. 4a since 

more symbols are utilized during estimation. Differ-
ent from the SISO-OFDM case, our estimator has the 
best performance over the whole SNR range. As be-
fore, both Yao’s and Zeng’s methods have an error 
floor and our proposed estimator behaves nearly the 
same over three multipath channels. The BER per-
formance of our estimator improves a lot because of 
the application of the Alamouti’s STBC. Once again, 
our method achieves almost the optimal BER per-
formance except for little degradation at SNR values 
lower than 10 dB. Zeng’s method performs as well as 
our estimator under CH1 because the impact of the 
frequency selectivity is minor in this situation, 
whereas both Yao’s and Zeng’s methods display an 
error floor over CH2 and CH3 in BER curves. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6  Conclusion 
 

In this paper, we proposed a blind CFO estimator 
for both SISO- and MIMO-OFDM systems with CM 
signaling. This algorithm is based on a reasonable 
assumption that the channel fading is slow enough so 
that the channel keeps constant while the CFO  

Fig. 5  (a) MSE and (b) BER performance of different 
CFO estimators over three channels in SISO-OFDM sys-
tems where ten consecutive OFDM symbols are used 
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estimation is performed. We proved the identifiability 
problem of our blind method. The sinusoid-like cost 
function enlightened us to exploit curve fitting to 
derive a low-complexity algorithm. Performance 
analysis showed that our estimator is asymptotically 
unbiased and the MSE performance depends on sev-
eral factors, including the block size N, the SNR and 
the channel frequency response. Numerical results 
revealed that our estimator is robust to the channel’s 
frequency selectivity and obtains almost the optimal 
BER performance in both SISO- and MIMO-OFDM 
systems. 

Since pilots and VSCs are often embedded in 
OFDM symbols for channel estimation and synchro-
nization or preserved for future use, further studies 
may focus on how to combine pilots and VSCs with 
the CM signaling to design an algorithm with an 
enlarged estimation range. 
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Appendix A: Derivation of Eq. (11) 
 

In the presence of a CFO ε, the DFT output on 
the nth subcarrier of the mth symbol can be written as 
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We use Hk to denote Hm,k and Hm+1,k since the channel 
frequency response remains the same over two con-
secutive OFDM symbols. Then we could have 
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where ỹm,k=dm,kHk. It is observed that the summands 
of Eq. (A2) are not equal to 0 only under several 
conditions, namely, when p1−p2+p3−p4=0, ±N. As a 
consequence, Eq. (A2) can be expanded as Eq. (A3):  
 

1 2 3 4

1 2 3 4

1 1 2 2 3 3 4 4

1 2 3 4
1 2 3 4

1 1 2 2 3 3 4 4

1 2 3 4
1 2 3 4

1 14

, , , , ,3
0 , , , 0

1
j2 ( ) /j2

, , , 0

1
j2 ( ) /j2

, , , 0

1( )

e e

e e (A

N N

m n m k m k m k m k
n k k k k

N
p k p k p k p k N

p p p p
p p p p N

N
p k p k p k p k N

p p p p
p p p p N

y y y y y
N

ε

ε

ε
− −

∗ ∗

= =

−
π − + −− π

=
− + − =−

−
π − + −π

=
− + − =

=

⎛
⎜⋅ ⎜⎜
⎝

+

∑ ∑

∑

∑

%

%

% % % % %

1 1 2 2 3 3 4 4

1 2 3 4
1 2 3 4

1
j2 ( ) /

, , , 0
0

3)

e .
N

p k p k p k p k N

p p p p
p p p p

−
π − + −

=
− + − =

⎞
⎟+ ⎟⎟
⎠

∑

 
After some algebraic manipulations, we find the first 
two terms of Eq. (A3) are a conjugate pair and the last 
term is a real constant. Therefore, Eq. (A3) can be 
rewritten in a more compact form as shown in 
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where A1, B1 and C1 are constants which depend only 
on data and channel realization. Using the same ap-
proach, the second and third terms in Eq. (10) would 
be rearranged as 
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Summing Eqs. (A4) and (A5), we can obtain Eq. (11). 

We then consider the applicability of the pro-
posed algorithm in the presence of VSCs. Without 
loss of generality, it is assumed that the first Nu sub-
carriers are used for data carrying and the last N−Nu 
subcarriers are VSCs. Hence, Eq. (A1) can be re-
written as 
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Note that k ranges from 0 to Nu−1 since not all 

subcarriers are used for data transmission, while p and 
n range from 0 to N because there are still N points 
IDFT and DFT output. Therefore, Eq. (A2) changes to 
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This equation can also be rearranged as the 

format of Eq. (A4). Hence the cost function of the 
proposed method is still a cosine wave over (−0.5, 
+0.5] in the presence of VSCs and the identifiability 
problem is assured. 
 
 
Appendix B: Derivation of Eq. (20) 
 

First, we denote the received data on the nth 
subcarrier of the mth symbol after DFT by the sum-
mation of source symbol and additive noise, i.e., 
 

, , , ,m n m n m ny y v= +                       (B1) 
 

where ,m ny  and vm,n are mutually independent. Here 

we drop the notation of ‘( )ε% ’ for derivation simplicity. 
Using Eq. (B1), the first term of Eq. (10) in the pres-
ence of noise can be expanded as 
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Applying the first-order approximation and assuming 
that the SNR value is sufficiently large, Eq. (B2) can 
be approximated as 
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The other two terms in Eq. (10) can be manipulated 
similarly. Thus, our cost function with noise can be 
rewritten as 
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It is easily derived that the mean of the first order 
derivative of the cost function at ε̂ ε=  is 0 owing to 
the presence of the noise term, which demonstrates 
that our proposed estimator is asymptotically unbi-
ased, i.e., 

ˆ{ } .E ≅ε ε                               (B5) 
 

For the MSE in Eq. (19), we first consider the 
denominator. The expectation of the second order 
derivative of our cost function can be given by 
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(B6) 
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while the other terms in Eq. (B4) have a zero mean 
because of the noise. We calculate the three terms in 
Eq. (B6) separately with the first term in the paren-
theses represented by 
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We consider two different cases to calculate the 

expectation of Eq. (B7). 
Case 1: k1=k2=k3=k4. The expectation of Eq. (B7) 

can be calculated as 
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Case 2: k1=k2≠k3=k4 or k1=k4≠k3=k2. The expec-

tation of Eq. (B7) can be calculated as 
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By adding T1 and T2, we can get the first term in Eq. 
(B6). It is observed that the second term is the same as 
the first one. When we come to the calculation of the 
third term, the only difference is in Case 2, which can 
be calculated as 
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With Eqs. (B8)–(B10), we can obtain the denominator. 

It is more complex to calculate the numerator of 
the MSE in Eq. (19). First, we make the approximation 
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Eq. (B11) is based on the fact that the first-order de-
rivative of our cost function without noise is 0 at 
ˆ .=ε ε  Define the symbolic representation as 

 
1 2 3 4( ) .J ′ = + − −ε Ψ Ψ Ψ Ψ               (B12) 

 
The four symbols denote the corresponding terms in 
Eq. (B11). We find that the numerator could be cal-
culated by 
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with Ψ1 given by 
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where k:={k1, k2, k3, k4}, p:={p1, p2, p3, p4}, 1() is the 
indicator function, and Ω±, Θ±:={p:|=p1−p2+p3−p4= 
±N}. Through some algebraic manipulations, we 
come to 
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After substituting Eq. (B15) in Eq. (B13), we can 
obtain the numerator. With all the results above, 
Eq. (20) is verified. 
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