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Abstract:    A new separation algorithm based on contour segments and ellipse fitting is proposed to separate the ellipse-like 
touching grain kernels in digital images. The image is filtered and converted into a binary image first. Then the contour of touching 
grain kernels is extracted and divided into contour segments (CS) with the concave points on it. The next step is to merge the 
contour segments, which is the main contribution of this work. The distance measurement (DM) and deviation error measurement 
(DEM) are proposed to test whether the contour segments pertain to the same kernel or not. If they pass the measurement and 
judgment, they are merged as a new segment. Finally with these newly merged contour segments, the ellipses are fitted as the 
representative ellipses for touching kernels. To verify the proposed algorithm, six different kinds of Korean grains were tested. 
Experimental results showed that the proposed method is efficient and accurate for the separation of the touching grain kernels. 
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1  Introduction 
 

With the rising concerns about food quality and 
safety, computer vision has been increasingly applied 
for food quality inspection and evaluation because 
computer vision can provide consistent, cost effective, 
efficient, and objective measurement (Sun, 2000; 
Brosnan and Sun, 2004; Aguilera et al., 2007). With 
these advantages, computer vision has been increas-
ingly tested in the inspection and grading of fruit 
(Paulus and Schrevens, 1999) and vegetables 
(Shearer and Payne, 1990), and also in the quality 
evaluation of meats (Lu et al., 1997; 2000) and bakery 
products (Davidson et al., 2001). Along with these 
applications, computer vision has also been widely 
used in grain quality inspection. Efforts have been 

made to identify the damaged grain kernels and 
dockage (Luo et al., 1999; Paliwal et al., 2003), to 
classify the grains (Zayas et al., 1989; 1996; Paliwal 
et al., 2004a; 2004b; Carter et al., 2006), and to in-
spect and identify rice varieties (Majumdar and Jayas, 
1999; Cheng and Ying, 2004a; 2004b; Liu et al., 2005; 
Hobson et al., 2007). Most of these studies have been 
conducted on well-defined images of grain kernels 
that are placed in a non-touching manner. The clusters 
of touching grain kernels make the feature extraction 
and identification of an individual kernel difficult. In 
the industrial environment, however, such as a vi-
brating bed, where these systems will finally be im-
plemented, the grain kernels cannot be separated that 
well; often they touch or even overlap with each other. 
Therefore, the separation algorithms are needed that 
split the touching kernels into separated kernels. 

Shatadal et al. (1995) presented a mathematical 
morphology-based algorithm to disconnect the con-
joint regions in an image of connected kernels. First 
the progressive erosion was applied, and then  
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thickening and dilating were used on the eroded im-
ages with the constraint that regions belonging to 
different kernels were not reconnected.  But this al-
gorithm was time-consuming and did not perform 
well on slender grains. 

Visen et al. (2001) proposed an algorithm based 
on the potential nodes. The inertial equivalent ellipse 
was determined first, and then the degree of overlap 
was calculated to determine whether the component 
was an isolated kernel or occluding kernels. With the 
curvature of every boundary point of occluding ker-
nels the potential nodes were identified. Next, the 
node pairs were constructed with the potential nodes. 
Finally, the first pair in the sorted list was selected as 
the terminal points of the segmentation line to sepa-
rate the connected grains. Gao et al. (2007) used a 
similar method to search concave points and then the 
split points were matched with judgments of split 
direction, distance, and synthesis. As the number of 
touching kernels increased, however, the combina-
tions of potential nodes often failed because of wrong 
pairings, resulting in wrong segmentation.  

Zhang et al. (2005a) developed a separation al-
gorithm based on ellipse fitting and clustering to split 
the connected grain kernels in images. First the object 
boundary was extracted by the edge detection opera-
tor. The edge pixels were tracked and stored in an 
ordered points list. Every time six of these edge points 
were randomly selected to fit one ellipse. After 100 
fitted ellipses were generated, two selected criteria 
were applied to eliminate the inappropriate fitted 
ellipses. Next, the difference and similarity of fitted 
ellipses were determined by the five main parameters 
of ellipses, and the ellipses were clustered according 
to the Euclidean distance between them. Finally, the 
center patterns of clusters with more than five ellipses 
were assigned as the representative ellipses. Never-
theless, the algorithm was time-intensive. Moreover, 
it was tested only with two kernels touching each 
other. If the number of touching kernels was larger 
than three, it was difficult to cluster the fitted ellipses 
and determine the final representative ellipses. 

Other algorithms based on Hough transform and 
morphological transform (Zhang et al., 2005b), and 
distance transform and watershed segmentation 
(Wang and Paliwal, 2006), had been applied to 
separate the touching kernels. The former could not 
solve the above clustering and number problems ei-

ther, while, for the latter, the internal markers could 
not be easily found. In addition, both of them were 
time-consuming.  

This paper deals with a new separation algorithm 
based on contour segments and ellipse fitting to 
separate the touching grain kernels in digital images. 
The image is filtered and converted into a binary 
image first. Then the contour of touching grain ker-
nels is extracted and divided into contour segments 
with the concave points on the contour. The next step 
is to merge the contour segments, which is the main 
contribution of this work. In this part, the distance 
measurement is proposed to exclude the contour 
segments with a low possibility that they belong to the 
same object. The candidate ellipse then is fitted by the 
direct least square ellipse fitting algorithm, and the 
deviation error is calculated for evaluating the fitness. 
Subsequently the contour segments are merged as a 
new segment if they pass the measurement and 
judgment. Finally, the ellipses are fitted to be the 
representative ellipses for touching kernels with these 
new contour segments. To evaluate our proposed 
algorithm, six different kinds of Korean grains were 
used to conduct the experiments and the results show 
that it is both efficient and accurate in separating the 
touching grain kernels. 
 
 
2  The proposed algorithm 
 

The proposed algorithm can be divided into three 
parts: image pre-processing, contour pre-processing, 
and contour segments merging. Fig. 1 is the flow 
chart of the proposed algorithm. Details are described 
below. 

2.1  Image pre-processing 

First, the color image is inputted and converted 
into the grayscale intensity image. Then the median 
filter is applied on the intensity image to remove the 
noise because it can protect the edge of the image 
while removing the noise effectively. Finally, the 
image is converted into the binary one with the 
threshold value determined by Otsu’s method (Otsu, 
1979). The pixels with gray values higher than the 
threshold are given the value of one as objects; others 
have the value of zero as background (Fig. 2a).  
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2.2  Contour pre-processing 

With a circular averaging filter the contour of 
touching kernels in the binary image is smoothed to 
remove the small-scale fluctuations which may cause 
false concave points (cp). The contour of touching 
kernels is extracted by the canny edge detector  
(Fig. 2b) and the contour points are stored in an or-
dered list. The following detection method of the 
concave points is used.  

Let pt(xt, yt) be a contour point, and the angle 
between the lines t t kp p −  and t t kp p +  be defined as 
the concavity of pt. Here, pt−k and pt+k mean the kth 
adjacent contour points of pt; k is set to 2 in this work. 
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The point is determined as the concave point if 
the following two conditions are satisfied (Fig. 2c): (1) 
concavity (pt) is in the range (α1, α2); (2) line t k t kp p− +  
does not traverse the touching kernels. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The values of α1 and α2 are determined as 30° 
and 150° respectively by the various tests. 

With these concave points, the contour (C) of 
touching kernels can be divided into N contour seg-
ments (Fig. 2d).  

 

C=CS1+CS2+...+CSN+cp1+cp2+...+cps,       (2) 
 

where s is the number of concave points. One contour 
segment can be represented as 1 2CS { , ,...,i i ip p=  

}
iiMp , where Mi is the number of points pij(xij, yij) on 

CSi. 

Fig. 2  Processing example of the proposed algorithm
(a) Binary image after image pre-processing; (b) Contour of 
touching kernels; (c) Concave points on the contour; (d) 
Contour segments; (e) Candidate ellipses; (f) Representa-
tive ellipse of one kernel; (g) Final separation result 
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Fig. 1  Flow chart of the proposed algorithm 

Filtering

Thresholding

Contour extraction

Contour segmentation

Contour segments 
distance measurement

Candidate ellipse fitting

Deviation error 
measurement

Contour segments 
merging

Representative 
ellipse fitting

                                              Image 
                                               pre-processing

                                            Contour
                                             pre-processing

      Contour 
     segments
      merging        

Converting it into 
a grayscale image

Input the 
image



Yan et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2011 12(1):54-61 57

2.3  Contour segments merging 

From the above processing step, one contour of 
the same object may be divided into several contour 
segments. Thus, the aim of this subsection is to merge 
the contour segments belonging to the same grain. 
First, several measurements and the ellipse fitting 
algorithm are introduced, and then the merging steps 
are explained. 

2.3.1  Distance measurement between contour seg-
ments  

It is obvious that the possibility of two contour 
segments belonging to the same object is low if the 
distance between these two segments is large, and 
vice versa. Hence, assuming this property, the dis-
tance measurement is proposed to express the rela-
tionship between contour segments to exclude the 
contour segments with a low possibility of pertaining 
to the same object.  

 

1 1
1DM(CS ,CS ) [ ( )
3

           ( ) ( )].
i j i j

i j i j

im jm iM jM

d p p

d p p d p p

= , +
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        (3) 

 
Here, 1 1( , )i jd p p  and ( , )

i jiM jMd p p  are the Euclidian 

distances between the end points of contours CSi and 
CSj, and ( , )

i jim jmd p p  is the Euclidian distance be-

tween the middle points of contours CSi and CSj. 

2.3.2  Ellipse fitting algorithm 

The direct least square ellipse fitting method 
proposed by Fitzgibbon et al. (1999) is applied in this 
work. A general ellipse can be described by an im-
plicit second-order polynomial: 

 
F(x, y)=ax2+bxy+cy2+dx+ey+f=0,          (4) 

where 
b2−4ac<0.                           (5) 

 
The polynomial F(xi, yi) is called the algebraic 

distance of a data point (xi, yi) to the ellipse F(x, y)=0. 
Eq. (4) can be represented in vector form: 

 
F(k, x)=x·k=0,                       (6) 

 
where k=[a b c d e f]T and x=[x2 xy y2 x y 1] are the 
vectors of the coefficients of the ellipse and the co-

ordinates of the data points, respectively. The coeffi-
cients can be found by solving the minimization 
problem of the sum of squared algebraic distances of 
the data points to the ellipse 
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which can be reformulated in vector form as 
 

2E = Dk ,                             (8) 
 

where the design matrix D is of size m×6, and 
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It is free to arbitrarily scale the parameters of Eq. (5), 
so the equality constraint  
 

4ab−b2=1                             (10) 
 

is imposed. This is a quadratic constraint which may 
be expressed in the matrix form 
 

kTCk=1                              (11) 
as 

T

0 0 2 0 0 0
0 1 0 0 0 0
2 0 0 0 0 0 10 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎡ ⎤
−⎢ ⎥

⎢ ⎥ =⎢ ⎥
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The vector k could be calculated based on Eq. (11) 
and the following equation: 
 

Sk=λCk,                             (13) 
 

where S is the scatter matrix of size 6×6, 
 

S=DTD,                             (14) 
 
and λ is an eigenvalue for S.  

The sum of squared algebraic distances of the 
points to the ellipse can be derived as 
 

E=||Dk||2=kTDTDk=kTSk=kTλCk=λkTCk=λ.  (15) 
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Thus, the eigenvector of S corresponding to the 
minimal positive eigenvalue λ represents the best-fit 
ellipse for the given set of points.  

2.3.3  Deviation error measurement from the contour 
segments to the fitted ellipse 

In this work, the mean least squared algebraic 
distance is used as the deviation error measurement, 
which is proposed to find its fitness evaluation from 
the contour segments to the fitted ellipse. For the data 
points of given contour segments CS#, the sum of 
least squared algebraic distances (E) of the data points 
to the candidate ellipse CE can be calculated by the 
above algorithm. Thus, the deviation error measure-
ment can be computed with the following equation: 
 

DEM(CS#, CE)=E/M#=λ/M#,            (16) 
 

where M# is the total number of points on CS#.  

2.3.4  Steps of contour segments merging 

With the contour segments of touching kernels, 
the merging steps are described as follows: 

1. Select the longest contour segment CSl from 
the contour segments. 

2. Construct a set CS* by including all CSi if 
DM(CSl, CSi)<δDM is satisfied. That is,  
 

*
l DMCS {CS | DM(CS ,CS ) ,  1,2,..., }i i i kδ= < = . (17) 

 

3. Fit ellipses with CSl and each CSi included in 
CS* by the direct least square ellipse-fitting algorithm, 
and compute the DEMs between these two contour 
segments and their corresponding fitted ellipses. 

4. Merge CSl with all CSi whose DEMs are 
smaller than a certain threshold to make a CSnew, 
which can be expressed as  

 

new l l DEMCS {CS CS | DEM(CS ,CS ) ,
               1,2,..., }.

i i

i k
δ= + <

=
  (18) 

 

5. Fit the ellipse with CSnew as the representative 
ellipse for one of the touching kernels, and delete 
CSnew. 

6. Check if all CSN are detected. If yes, output all 
representative ellipses and finish the process. If not, 
go back to Step 1. 

To clarify, an example is used to explain the 
merging steps. Fig. 2d shows the contour segments 
divided by the concave points. First the longest one 

among these contour segments, CS4, is selected. Then 
the distance measurements are calculated between 
CS4 and other CSi. A set CS* is constructed with CS8, 
CS9, CS10, for their distance measurements are 
smaller than a preset threshold δDM. After that, can-
didate ellipses are fitted with CS4 and CS8, CS9, CS10 
respectively, which are shown as the ellipses in  
Fig. 2e. Subsequently, the deviation error measure-
ments between two contour segments pairs (CS4 and 
CS8, CS4 and CS9, CS4 and CS10) and their corre-
sponding fitted ellipses are computed. Since only CS9 
satisfies condition (18), CS4 and CS9 are merged as a 
new contour segment, and the ellipse is fitted with this 
new segment and one representative ellipse (the el-
lipse in Fig. 2f) is the output. Finally, CS4 and CS9 are 
deleted from the contour segments list. These steps 
are repeated for the longest one in the remaining 
contour segments, and the steps are looped until all 
the contour segments are used to fit representative 
ellipses (Fig. 2g). 

Here, δDM and δDEM are determined with prior 
knowledge and various tests. For different kinds of 
objects, they should be adjusted into different values.  
 
 
3  Experimental results and discussion 
 

The performance and efficiency of the proposed 
algorithm have been evaluated. A total of 67 images 
for six kinds of Korean grains were acquired (9 im-
ages for each kind of rice, 15 images for soybean, and 
16 images for corn). For each kind, there were 680 
kernels of 190 touching objects, among which half of 
them were used for determining the threshold values 
and the remaining were used for performance 
evaluation. The algorithm was implemented with 
Intel dual core 2.4 GHz CPU, 2 GB RAM. The ex-
amples are demonstrated below. 

Fig. 3 shows the binary image examples of each 
kind. Fig. 4 shows the results processed by our pro-
posed algorithm. In these images, there are not only 
touching chains of grains but also touching clumps 
with holes (Bailey, 1992), which may not be possible 
to separate correctly by the preceding techniques.  
Fig. 4 shows that the cases of touching chains and 
clumps with holes are all well separated. Moreover, 
we can see that the proposed algorithm is robust, as it 
performs well even though the contours of touching 
kernels are not that smooth. 
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Table 1 shows the threshold values of distance 

measurement δDM and deviation error measurement 
δDEM of six kinds of grains. 

To evaluate the proposed method, the potential 
items are tested including: 

1. Area overlap measure (AOM), which shows 
the overlap accuracy of algorithms (Visen et al., 
2001). The AOM is calculated with 

 
 
 
 
 
 
 
 
 
 

μ υξ
μ υ
∩

=
∪

,                          (19) 

 
where μ is the number of touching kernels pixels, and 
υ is the number of the fitted ellipses pixels.  

2. Probability of correct detection (PCD), which 
is the ratio of the number of correctly detected sepa-
rated grains to the total number of touching kernels in 
the input image. 

The experimental results are shown in Table 2. 
The mean AOM values for each kind of grain are 
listed, indicating that the representative ellipses can 
overlap the touching kernels accurately. The high 
PCD values show that the algorithm can correctly 
separate almost all the touching kernels. Therefore, 
the proposed algorithm is accurate and efficient. 

 
 
 
 
 
 
 
 
 
 

 

Although the experimental results show that the 
proposed algorithm performs well in separating the 
touching kernels of six kinds of grains shown above, 
there are some cases where it cannot achieve correct 
separation.  

One such case is where the grain is not ellipse- 
like, for example, the buckwheat in Fig. 5. Another 
case is where some of the contour segments are too 
short. In the case shown in Fig. 6, the over-segmen-
tation cannot be avoided because the kernels are not 
strictly elliptical and the inner contour segments of 
these touching kernels are too short. 

Fig. 3  Image examples of common rice (a), brown rice (b),
rough rice (c), glutinous rice (d), soybean (e), and corn (f)

(a)  (b) 

(c)  (d) 

(e) (f) 

Fig. 4  Experimental results of common rice (a), brown 
rice (b), rough rice (c), glutinous rice (d), soybean (e), and
corn (f) 

(a)  (b) 

(c)  (d) 

(e)  (f) 

Table 2  The experimental results 

Grain Mean AOM PCD (%) 
Common rice 0.923 94.71 
Brown rice 0.937 93.68 
Rough rice 0.951 95.29 
Glutinous rice 0.929 93.82 
Soybean 0.981 100.00 
Corn 0.942 96.47 

AOM: area overlap measure; PCD: probability of correct detection 

Table 1  The threshold values 

Grain δDM (pixel) δDEM (pixel) 
Common rice 120 200 
Brown rice 135 230 
Rough rice 130 220 
Glutinous rice 130 220 
Soybean 320 500 
Corn 780 1050 
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4  Conclusions  
 

A new separation algorithm for the ellipse-like 
touching grain kernels is developed in this paper. 
After image and contour pre-processing, the contour 
of touching grains is divided into several contour 
segments. Then distance measurement is calculated to 
exclude the inappropriate contour segments. Next, 
deviation error measurements are computed to judge 
the fitness of contour segments and their corre-
sponding candidate ellipses. The satisfied contour 
segments are merged into a new one, which is used to 
fit the representative ellipse for the grain. The pro-
posed algorithm is tested with six kinds of Korean 
grains and the experimental results show that it is 
efficient and accurate in splitting the ellipse-like 
touching grains. In addition, this algorithm can not 
only be used on the color image, but also be conven-
iently applied on the grayscale or binary image, since 
it is based on the contour segments of the touching 
object. Furthermore, the separation result of the pro-
posed algorithm is helpful in positioning the touching 
grains with the centers of representative ellipses. In 
the field of identification and classification of grain 
kernels, it is also helpful if there are some cases where 
grains are touching with each other because the pa-

rameters of representative ellipses can be defined as 
the features of grains. 
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Journals of Zhejiang University-SCIENCE (A/B/C) 

Latest trends and developments 
 

These journals are among the best of China’s University Journals. Here’s why: 
 

 JZUS (A/B/C) have developed rapidly in specialized scientific and technological areas. 
JZUS-A (Applied Physics & Engineering) split from JZUS and launched in 2005 
JZUS-B (Biomedicine & Biotechnology) split from JZUS and launched in 2005 
JZUS-C (Computers & Electronics) split from JZUS-A and launched in 2010 

 We are the first in China to completely put into practice the international peer review system in 
order to ensure the journals’ high quality (more than 7600 referees from over 60 countries, 
http://www.zju.edu.cn/jzus/reviewer.php) 

 We are the first in China to pay increased attention to Research Ethics Approval of submitted 
papers, and the first to join CrossCheck to fight against plagiarism 

 Comprehensive geographical representation (the international authorship pool enlarging every 
day, contributions from outside of China accounting for more than 46% of papers) 

 Since the start of an international cooperation with Springer in 2006, through SpringerLink, JZUS’s 
usage rate (download) is among the tops of all of Springer’s 82 co-published Chinese journals 

 JZUS’s citation frequency has increased rapidly since 2004, on account of DOI and Online First 
implementation (average of more than 60 citations a month for each of JZUS-A & JZUS-B in 2009)

 JZUS-B is the first university journal to receive a grant from the National Natural Science Foun-
dation of China (2009–2010) 
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