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Abstract:    In existing integrated circuit (IC) fabrication methods, the yield is typically limited by defects generated in the 
manufacturing process. In fact, the yield often shows a good correlation with the type and density of the defect. As a result, an 
accurate defect limited yield model is essential for accurate correlation analysis and yield prediction. Since real defects exhibit a 
great variety of shapes, to ensure the accuracy of yield prediction, it is necessary to select the most appropriate defect model and to 
extract the critical area based on the defect model. Considering the realistic outline of scratches introduced by the chemical me-
chanical polishing (CMP) process, we propose a novel scratch-concerned yield model. A linear model is introduced to model 
scratches. Based on the linear model, the related critical area extraction algorithm and defect density distribution are discussed. 
Owing to higher correspondence with the realistic outline of scratches, the linear defect model enables a more accurate yield 
prediction caused by scratches and results in a more accurate total product yield prediction as compared to the traditional circular 
model.  
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1  Introduction 
 

During the manufacturing of integrated circuits 
(IC), functional yield loss is caused mainly by defects 
introduced by the environment, tools, or processes 
like implantation, etching, planarization, cleaning, 
and lithography. Thus, the determination of defects 
and yield, and an appropriate yield model to analyze 
their correlation, are essential components for as-
sessing yield prediction and improvement. 

As a global planarization technology, chemical 
mechanical polishing (CMP) has been used exten-
sively in inter-level dielectric (ILD), inter-metal di-
electric (IMD), the copper damascene process, and 
shallow trench isolation (STI) planarization in IC 
fabrications (Luo and Dornfeld, 2004). However, the 
CMP process inevitably introduces a significant 

proportion of scratches due to its relative mechanical 
abrasion between wafer and pad (Jung et al., 2001). A 
scratch is generated when large or agglomerated par-
ticles in slurry or foreign particles on the polish pad 
are in contact with the wafer surface (Huang et al., 
1999; Aytes et al., 2003). In fact, as device geometry 
shrinks to deep sub-micron regions, scratches are 
becoming a major cause of defects which result in 
circuit failure and yield loss (Park and Kim, 2001). 
Fig. 1 shows some missing/extra material defects in 
poly gates, which have been caused by scratches 
introduced by the STI CMP process. Extra/missing 
material around scratches is the main cause of elec-
trical short/open faults. Thus, a scratch-concerned 
yield model is important in analyzing flaws caused by 
CMP-involved IC manufacturing. 

Traditional yield models are based on the as-
sumption that a defect is a circular disc (Hess and 
Stroele, 1994). However, this is not correspondent 
with the realistic outline of real defects in most  
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situations. A typical scratch (Fig. 2a) generally has 
four features:  

1. A clear maximum extension l. 
2. An extension l', which is perpendicular to l 

and smaller than the minimum feature size. 
3. A high aspect ratio between l and l'. 
4. An orientation of the maximum extension, 

denoted by θ. 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Thus, a circle model with only the radius pa-

rameter (Fig. 2b) does not portray these features well. 
Since l' is smaller than the minimum feature size, its 
effect on causing a bridge or a break in ICs is quite 
small. Therefore, it is reasonable to introduce a new 
linear model to approximate a scratch. This linear 
model uses l and θ to represent a scratch’s size and 
orientation, respectively (Fig. 2c). 

Based on the linear defect model, a novel 
scratch-concerned yield model is proposed here for 
IC manufacturing involving the CMP process. This 
new yield model can significantly improve the yield 
prediction by separately considering the yield losses 
caused by scratches. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2  Yield modeling considering scratches in IC 
manufacturing 
 

A defect limited yield model is used to express 
the complex relationship among the yield, defect 
density D (the average number of defects per unit 
area), and the average critical area A. It is usually 
presented as 

 

( , ),Y f D A                           (1) 

 
where Y is the defect limited yield. If there are M 
defect types (like metal shorts, metal opens, and 
contact/via opens) and they are independent of each 
other, the total defect limited yield can be described as 
the product of the yield for each type of defect (Huang 
et al., 1999): 
 

0 0
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M M

i i i
i i

Y Y f D A
 

                   (2) 

Fig. 2  A typical scratch and two different defect models 
(a) Outline of a typical scratch; (b) Circular model with 
a radius of l/2; (c) Linear model with length l and orientation 
θ 
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Fig. 1  Defects caused by scratches introduced by the STI 
CMP process: (a) missing material defects; (b) extra 
material defects 



Zhu et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2012 13(5):376-384 378 

where the subscript i indicates the defect type. For 
each type of defect, we can further classify those 
having the four features mentioned above as scratches 
and model them with the linear defect model, and 
classify the rest as particles and model them with the 
circular defect model. Assuming the defect density is 
constant under the same process, the yield can be 
represented using a Poisson model (Stapper, 1984): 

 
p ps s

s p e e ,A DA D
iY Y Y                      (3) 

 
where ‘s’ and ‘p’ indicate the scratch and the particle, 
respectively. Since defect density is process-related 
and can be measured with wafer inspection tools 
(Skumanich and Cai, 1999; Maeda et al., 2001; 
Shankar and Zhong, 2005), the focal point of analysis 
for yield prediction is the average critical area. The 
critical area extraction algorithm and defect density 
distribution differ according to the different defect 
models being used. Based on the circular model, the 
average critical area is calculated by 
 

0
( ) ( )d ,A A l f l l


                        (4) 

 
where A(l) and f(l) are the critical area and defect 
density for defects with size l, respectively. As to the 
linear defect model, the average critical area for all 
defect sizes and orientations is obtained by 
 

2π
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                 (5) 

 
where A(l, θ) and f(l, θ) are the critical area and defect 
density for defects with size l and orientation angle θ, 
respectively. 
 
 
3  Average critical area extraction for 
scratches 
 

Critical area is defined as the region where the 
center of a defect must fall to cause a failure in ICs 
(Stapper, 1983), and it reflects a layout’s sensitivity to 
defects. Thus, besides defect model selection, critical 
area is also related to circuit geometry and pattern 
density (May and Spanos, 2006). According to cor-

relation related research, critical area can be obtained 
by certain shape operations, which is the so-called 
‘geometric method’ (Allan and Walton, 1998). 

Approaches to critical area estimates vary with 
the defect types. In this work, we focus on the missing 
and extra material defects caused by scratches.  

3.1  Critical area of missing material defects 
caused by scratches 

A missing material defect forms an electrically 
insulating region which may cause open circuits if it 
occurs in conductive materials (Walker and Director, 
1986).  

Assume there is a long conductor with a length L 
which is much greater than its width W. Electrical 
current should flow from one end of this conductor to 
the other. Also assume there is an open fault or a hard 
open fault only when the line is completely broken.  

The critical area of missing material defects is 
generated using a polygon shrink operation and cal-
culated from the self-intersection regions of a poly-
gon shrunk by half of the defect size (Allan and 
Walton, 1998). 

To compare our linear defect model with the 
circular model, the missing critical area is generated 
based on both models, as denoted by the dark grey 
region in Fig. 3.  

Assume the length is much greater than the line 
width or space. In reality, the likelihood of large de-
fects occurring is very small, and hence it is easy to 
say that h is much smaller than L. Neglecting the 
influence of h on critical area calculation, which is the 
so-called ‘end effect’ (Stapper, 1984), the critical area 
based on the circular model can be derived geomet-
rically from Fig. 3a by 

 

0, 0 ,
( )
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l W
A l

L l W l W

 
   

               (6) 

 
which is a function of size l. Fig. 3b shows the critical 
area generated by the linear defect model, which is 
given geometrically by  
 

( , ) ( )( | sin | ).A l L h l W                 (7) 

 
Neglecting the ‘end effect’, the critical area for 
scratches with size l and orientation θ is  



Zhu et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2012 13(5):376-384 379

0, 0 | sin | ,
( , )

( | sin | ), | sin | ,

l W
A l

L l W l W




 
 

   
    (8) 

 
which is a function of size l and orientation θ. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2  Critical area of extra material defects caused 
by scratches 

Trenches in oxide formed by scratches are filled 
with metal materials during the CMP process, which 
is the main cause of extra material defects (Ollendorf 
et al., 2004).  

The critical area of extra material defects is the 
region where the center of a defect must fall to short 
separate electrical nodes. Fig. 4 shows how to extract 
the critical area of extra material defects between two 
parallel conductors separately based on the circular 
model and the linear model. 

Assume there are two long conductors of length 
L, width W, and space S. The critical area of extra 
material defects is calculated from the intersection 
regions of polygon nodes expanded by half of the 
defect size (Lauther, 1981; Allan and Walton, 1997), 
as denoted by the dark grey region in Fig. 4. Ignoring 
the ‘end effect’, the critical area of extra material 
defects calculated based on the circular model is 

 

0, 0 ,
( )

( ), ,

l S
A l

L l S l S

 
   

                   (9) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
and the critical area extracted based on the linear 
model is  
 

0, 0 | sin | ,
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   (10) 

 
This has the same form as the missing material critical 
area of one long conductor except that S is used for 
space instead of W for line width. This complete du-
ality between open and short models holds even for 
many complex circuits (Stapper, 1984).  

3.3  Defect density distribution based on two de-
fect models 

After critical area extraction, defect density dis-
tribution must be considered to calculate the average 
critical area. As mentioned before, defect density 
distribution is related to the defect model. As to the 
circular model, defect density distribution is a func-
tion of size l, denoted by fl(l). For the linear model, it 
is a joint density function of l and θ, denoted by f(l, θ). 
Since θ and l are independent of each other in a ma-
ture process, we have 

Fig. 3  Critical area of missing material defects in a long 
conductor extracted with the circular model (a) and the 
linear model (b) 

(b) 

(a) 

Fig. 4  Critical area of extra material defects between two 
conductors extracted with the circular model (a) and the 
linear model (b) 

(a)

(b)
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( , ) ( ) ( ),lf l f l f                     (11) 

 
where fθ(θ) is the probability density function of θ. In 
general, there should be no preferred orientation, so 
fθ(θ) is a continuous uniform distribution: 
 

1
( ) , 0 2π.

2π
f                   (12) 

 
As to fl(l), the 1/size3 distribution function in-

troduced by Thomas and Stapper is used here as the 
size distribution: 
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         (13) 

 
where l0 is the defect size with the peak density and 
typically less than the minimum feature size (Allan 
and Walton, 1997). Combining Eqs. (12) and (13), the 
density distribution function based on the linear 
model is 
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3.4  Average critical area extraction for scratches 

Combining the formulas for critical area and 
defect density function by integral of Eqs. (4) and (5), 
we obtain the average critical area based on two de-
fect models. The average missing critical area of a 
long conductor can be calculated by combing Eqs. (6) 
and (13):  
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Combining Eqs. (8) and (14), the average missing 
critical area for a long conductor based on the linear 
model is obtained: 
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(16)

 

 

The average extra critical area of two conduc-
tors can be easily obtained by substituting W in Eqs. 
(15) and (16) by S. 

It is easy to see that the circular model has a 
more pessimistic estimate of the average critical area 
due to its lower correspondence with realistic 
scratches. This is even more apparent in the case 
where a layout is primarily composed of short lines. 
In this case, since the ‘end effect’ cannot be ne-
glected, the critical area overestimated by the cir-
cular model is even larger. In the next section, we 
will compare these two models using fabrication 
experiment data. 

 
 

4  Experiment principle and method 
 

To assess the accuracy of these two yield models, 
test chips are designed to give a real product yield. 
Assume there are N test chips, and U of them have 
short/open failures. According to the law of large 
numbers, when N is large enough, the measured yield 
(denoted by Ym) approximates the real yield (denoted 
by Y): 

m .
N U

Y
N


                          (17) 

 

Statistical methods are available to determine the 
value of N. According to the de Moivre–Laplace 
theorem, if we want the margin of error to be less than 
ε with a given confidence level of 1−α, which means  
 

1 ,
N U

P Y
N

   
    

 
             (18) 

 

sample size N must satisfy  
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where u1−α/2 is the upper critical value of a standard 
normal distribution (Sheng et al., 2008).  

Defect density and critical area of test chips are 
measured to calculate model yields. The yield calcu-
lated based on the linear model is 
 

p ps s
l s p e e ,A DA DY Y Y                   (20) 

 

where classified defect density and critical area for 
both particles and scratches are needed. The yield 
calculated based on the circular model is 
 

p s p( )

c e ,A D DY                         (21) 
 

where all defects are treated as particles and modeled 
with the circular model. 

The test vehicles used in industry to detect 
open/short faults are predominantly snake/comb 
conductive lines (Khare et al., 1994). Here we use a 
hybrid comb-snake structure (Fig. 5) to detect both 
open and short defects. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

By measuring the current between different pads, 
short/open faults are detected (Fig. 6). 

To detect line-to-line short faults, the voltage is 
applied to both ends of the snake-line, and the leakage 
current between the snake-line and comb-lines is 
measured at the comb ends (Fig. 6a). For detecting 
line opens, the voltage is applied to one end of the 
snake-line with the other end grounded. The current 
flow through the snake-line is measured at the ground 
end (Fig. 6b). The comb-lines are disconnected dur-
ing the open test. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

5  Fabrication experiment results and statis-
tical analyses 
 

Fabrication experiments were performed at 
Semiconductor Manufactory International Corpora-
tion (SMIC) 65 nm low leakage very high speed (VHS) 
regular voltage threshold (RVT) logic process. Four 
comb-snake structures with different line width/space 
formed a 2.18 mm0.38 mm test chip. Test structures 
were used in both metal-1 and metal-2 layers because 
of their high density of interconnection lines and high 
sensitivity to CMP scratch defects. One 216 pad 
group was shared by test structures in two layers for 
electrical measurements (Fig. 7). 

 
 
 
 
 
 
 
 
 
 
 

 
A 1.5 V voltage source was used in electrical 

measurements. The current data collected for each 
structure (not all data is valid for analysis) is plotted 
into a cumulative probability graph. A cumulative 

1 2

3

4

5 6

Dummy
bars

Fig. 5  Layout of a comb-snake test structure 
Dummy bars are intended to create the same external envi-
ronment for border lines 

Fig. 6  Diagram of faults detection with electrical meas-
urement: (a) short detection; (b) open detection 

(b)
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5 6

V

Comb-line 2
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1 2

3 4

5 6

V

Comb-line 1

Snake-line

Comb-line 2

(a)

M2-a M1-b M1-c M1-d

Fig. 7  Layout and wiring of the test chip designed for the 
experiment 
‘M1-’ and ‘M2-’ indicate the test structure in the metal-1 or 
metal-2 layer respectively, and letters a–d represent four 
comb-snake test structures. A total of 420 copies of test chips 
were fabricated, corresponding to 3360 test structures and 
6720 electrical measurements 
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probability graph for structure ‘Ml-a’ is shown in 
Fig. 8. Fig. 8a is the current data from short fault 
detecting. Hypothetically, if the metal lines are dis-
connected, there should be no electrical current. In 
real applications, however, there exists a very small 
(close to zero) leakage current attributed to the resis-
tance of dielectric between metal lines. When the 
metal lines are connected, the currents are in the order 
of 0–2 mA (Fig. 8b), almost 10 orders of magnitude 
larger than the currents when there are metal breaks. 
The counts of short/open failures are easily found 
from the current cumulative probability graph. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Defect densities were measured using KLA 

wafer inspection tools after the CMP process. Due to 
different polishing and cleaning parameter settings, 
Ds is 0.7/mm2 and Dp is 1.1/mm2 for the metal-1 layer, 
while Ds is 0.8/mm2 and Dp is 0.9/mm2 for the metal-2 
layer. As and Ap are calculated for four test structures 
using the geometric method addressed in Section 3. 
Table 1 lists the experimental data. 

Many assessment criteria can be used to evaluate 
the fit accuracy of a model. One of such criteria is the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

correlation coefficient. The closer it is to 1, the better. 
The correlation coefficient corr(X, Y) between two 
variables or two sets of data, X and Y, with expected 
values μX and μY and standard deviations σX and σY, is 
defined as 
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where E is the expected value operator and n is the 
number of observations, which is 16 in our case. 
Substituting X and Y with the experimental data in 
Table 1, we obtain 
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Table 1  In-line experimental data from 420 test chips 

Struc-
ture 

Fault 
type

N U
Ym 

(%) 
Yc  

(%) 
Yl 

(%) 
S 407 8 98.03 96.77 97.39M1-a
O 410 8 98.03 97.13 97.64
S 406 3 99.26 98.49 98.89M1-b
O 406 3 99.26 98.52 98.98
S 408 2 99.51 98.96 99.26M1-c
O 408 2 99.51 99.06 99.34
S 405 1 99.75 99.50 99.62M1-d
O 406 1 99.75 99.61 99.69
S 410 9 97.78 96.77 97.39M2-a
O 407 8 98.03 97.13 97.64
S 411 4 99.01 98.49 98.79M2-b
O 406 4 99.01 98.52 98.88
S 405 3 99.26 98.96 99.17M2-c
O 406 3 99.26 99.06 99.24
S 409 1 99.75 99.50 99.62M2-d
O 412 1 99.75 99.61 99.69

Mean (%) 99.06 98.51 98.83

S: short faults; O: open faults. N: sample number; U: failure number. 
Ym: measured yield; Yc: yield calculated using the circular model; Yl: 
yield calculated using the linear model 

Fig. 8  Cumulative probability graphs of currents meas-
ured in short (a) and open (b) faults detecting for struc-
ture ‘M1-a’ 
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Corr(Ym, Yl) is closer to 1 than corr(Ym, Yc). This 
implies that the yield predicted by our linear model 
has a higher agreement with the manufacturing yields 
as compared to the traditional circular model. 

Another way to assess the fitness of a yield 
model is the relative error between model yields and 
measured yields. The smaller the error, the better the 
model. Relative errors between model yields and 
measured yields are calculated as 

 

mErr | |,i iY Y                         (25) 

 
where i indicates the model type. The results are listed 
in Table 2. The yield errors resulting from the linear 
model are smaller than those from the circular model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
To further assess whether the improvement 

achieved using our model is statistically significant or 
whether Errl is significantly smaller than Errc, a sta-
tistical test of difference between yield errors was 
carried out. To begin with, the difference is calculated 
as 

c lDiff Err Err .                      (26) 

 
The differences calculated are listed in Table 2. 
As yield errors arise in pairs from the same test 

structure, we performed a paired t-test (Zimmerman, 

1997) to determine if our model improves yield pre-
diction significantly. The t-statistic is given by 
 

c l

D D

Err Err Diff
,

/ /
t

s n s n


                  (27) 

 

where Diff  and sD are the mean and standard devia-
tion of the differences between Errl and Errc respec-
tively, and n is the number of observations 
(O′Mahony, 1986; Press et al., 1992). The test results 
are listed in Table 3. 
 
 
 
 
 
 
 
 
 
 
 

 
The calculated t-statistic is about 6.99. Looking 

up the t-table, we know that the single-tailed p-value 
is about 2.1810−6 and the two-tailed p-value is about 
4.3610−6, both far less than the statistical signifi-
cance threshold (here 0.05). This provides evidence 
that the improvement has statistical significance.  

Note that all preceding analyses are based on one 
layer product yield. Considering the wide application 
of the CMP process in IC fabrication, the total yield, 
which is the product of multi-layer yields, will have 
an even larger difference between these two models. 
Taken together, we conclude that our linear model has 
significantly improved the yield prediction. 

 
 

6  Conclusions 
 

Errors in yield prediction are generally assigned 
to the wrong selection of models for describing the 
defect and incorrect critical area calculations (Hess 
and Weiland, 1996). When there are a significant 
proportion of non-circular defects, traditional circular 
defect models will result in inaccurate critical area 
estimates and hence poor yield prediction. 

Table 2  Yield errors between yields obtained from the 
linear/circular model and measurements 

Parameter Errc (%) Errl (%) Diff (%)

S 1.26 0.64 0.62 M1-a 
O 0.90 0.39 0.51 
S 0.77 0.37 0.40 M1-b 
O 0.74 0.28 0.46 
S 0.55 0.25 0.30 M1-c 
O 0.45 0.17 0.28 
S 0.25 0.13 0.12 M1-d 
O 0.14 0.06 0.08 
S 1.01 0.39 0.62 M2-a 
O 0.90 0.39 0.51 
S 0.52 0.22 0.30 M2-b 
O 0.49 0.13 0.36 
S 0.30 0.09 0.21 M2-c 
O 0.20 0.02 0.18 
S 0.25 0.13 0.12 M2-d 

O 0.14 0.06 0.08 
Mean (%) 0.55 0.23 0.32 

S: short faults; O: open faults 

Table 3  Paired t-test of yield errors 

Parameter Value 

Mean of Diff 0.32% 
Standard deviation of Diff 0.18% 

t-statistic 6.99 
Degree of freedom 15 
Single-tailed p(Tt) 2.18E-06 
t critical single-tail 1.75 
Two-tailed p(Tt) 4.36E-06 
t critical two-tail 2.13 

c lDiff Err Err   
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Considering the large proportion of scratches in 
defects introduced by the CMP process and its real-
istic outline, we propose a scratch-concerned yield 
model for IC manufacturing involved with the CMP 
process. A new linear defect model is introduced to 
model scratches. Based on the linear defect model, the 
defect limited yield caused by scratches has been 
calculated. This includes a different critical area ex-
traction algorithm and a different defect density dis-
tribution compared with the traditional circular model. 
The total defect limited yield is then obtained by 
multiplying all defect limited yields. 

Since the linear defect model has a higher cor-
respondence with the real outline of scratches, the 
yield model based on it will result in a more accurate 
IC yield prediction than the traditional circular model. 
This has been confirmed by experimental results. 
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