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Abstract: We describe our research in using environmental visual landmarks as the basis for completing simple
robot construction tasks. Inspired by honeybee visual navigation behavior, a visual template mechanism is proposed
in which a natural landmark serves as a visual reference or template for distance determination as well as for
navigation during collective construction. To validate our proposed mechanism, a wall construction problem is
investigated and a minimalist solution is given. Experimental results show that, using the mechanism of a visual
template, a collective robotic system can successfully build the desired structure in a decentralized fashion using
only local sensing and no direct communication. In addition, a particular variable, which defines tolerance for
alignment of the structure, is found to impact the system performance. By decreasing the value of the variable,
system performance is improved at the expense of a longer construction time. The visual template mechanism is
appealing in that it can use a reference point or salient object in a natural environment that is new or unexplored
and it could be adapted to facilitate more complicated building tasks.
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1 Introduction

Imagine a scenario where a natural disaster,
such as an earthquake, occurs and rescuers release
swarms of building robots that could collectively
and cooperatively build homes for people. This is
one possible application of a multi-robot swarm that
could be envisioned. Other applications include con-
struction under extreme physical conditions. For ex-
ample, robots could perform construction undersea
withstanding high pressures, in extreme tempera-
ture environments or in oxygen deficient outer space,
etc., where human presence is not conducive, expen-
sive, or even impossible (Skibniewski, 2000; Wawerla
et al., 2002; Parker and Zhang, 2006; Stewart and
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Russell, 2006; Werfel et al., 2006). In such environ-
ments, construction by autonomous robots might be
the only viable alternative.

Swarm robotics has drawn increasing attention
over the last decade and great achievements have
been made (Payton et al., 2005; Bayindir and Sahin,
2009; Purnamadjaja and Russell, 2010; Berman
et al., 2011; Parker and Zhang, 2011). In this paper,
we focus on one problem domain in swarm robotics,
that is, collective construction which is concerned
with the building of a geometric structure with a
collection of robots working in parallel, without cen-
tralized control (Kube et al., 2005). Some researchers
in this field focus on the robot design (Terada and
Murata, 2004), but the primary goal of this paper
is to study the feasibility of the proposed mecha-
nism. Several mechanisms have already been pro-
posed, including stigmergic (Kelly and Zhang, 2006),
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blind-bulldozing (Parker et al., 2003), pheromone-
based (Ladley and Bullock, 2005), and blueprint-
based (Werfel and Nagpal, 2008) methods. In this
paper, we propose a visual template method. The
inspiration comes from the observation of social in-
sects. These insects, such as termites, ants, wasps,
and bees, employ templates (patterns) in the envi-
ronment to organize and coordinate their building
activities (Bonabeau et al., 1998; Camazine et al.,
2001). A template can be defined as a heterogene-
ity (e.g., taking the form of a chemical, humidity,
temperature, or light heterogeneity) which is a per-
ceptible (by the insects) deviation from a uniform
distribution or constant quantity (Theraulaz et al.,
1998; 2003).

The notion of employing a template in collec-
tive construction is not, in itself, novel. Melhuish
et al. (1999) derived inspiration from ants using two
templates in the environment to build linear wall
structures. The first template was a strip of white
tape preplaced across the arena. When detecting
the white tape, robots were stimulated to deposit
building materials at a certain distance from it. To
achieve orientation, robots employed a second tem-
plate consisting of a bank of halogen lights at one side
of the arena. Although the mechanisms involved are
very simple, these predeployed templates are highly
restrictive and prevent operations in a new or unex-
plored environment. Stewart and Russell (2006) pro-
posed another method for construction. There was
a leader robot in the system emitting a light beam
that served as a light-field template to the construc-
tion robots. Robots could build more complicated
structures when this leading robot moved in a pre-
defined pattern. However, relying on an artificial
template would restrict the robustness of the sys-
tem. The loss of the organizer robot implies the loss
of the template.

Wawerla et al. (2002) have also demonstrated
linear wall construction. Equipped with a color
camera, each robot could find a block and then
carry it to the construction site using a laser range
finder. Robots could build an approximately contin-
uous barrier out of cardboard blocks. However, the
blocks in their work had to be labelled differently to
be distinguished and robots would need to commu-
nicate with each other to coordinate their building
process.

The visual template mechanism proposed in this

paper derives its origin from honeybee visual navi-
gation behavior. More importantly, this visual tem-
plate mechanism can use an interesting landmark,
reference point, or salient object in the construction
environment. This approach is more natural, easier
to implement and also more robust for the system
than the artificial counterpart. Furthermore, the vi-
sual template mechanism allows for robots manipu-
lating homogeneous bricks in a non-communicative
way. Such a mechanism has an obvious appeal to
those researching collective construction for appli-
cations in unknown environments. The aim of this
paper is specifically to study the feasibility of the
proposed mechanism by focusing on the problem of
linear wall construction in a planar, bounded envi-
ronment. To our knowledge, this is the first time
that a visual template mechanism has been used in
collective construction.

2 Background and motivation

The motivation for the study comes from ob-
servations that honeybees use visual features during
their approach to the desired goal (Collett and Col-
lett, 2002; Collett et al., 2003). Specifically, honey-
bees use the azimuthal retinal position of the land-
mark as a visual cue for navigation (Fry and Wehner,
2005). Inspired by the honeybee’s simple and ele-
gant navigation behavior, we wonder whether a vi-
sual landmark could be used in collective construc-
tion. The aim of this paper is specifically to study
the feasibility of the proposed method.

3 Visual template

The purpose of the visual template mechanism
is to construct a physical structure with the help of
a visual landmark. The visual template mechanism
serves two purposes: reaching the construction zone
location and localizing the construction sites within
the zone. As shown in Fig. 1, to make progress in
construction, the robots first move to the construc-
tion zone and position themselves within the con-
struction zone at the construction sites, before exe-
cuting a fixed motion sequence for the deposition of
construction materials. In the following two subsec-
tions, we will discuss the visual template mechanism
in detail. Note that we use the terms ‘landmark’ and
‘beacon’ interchangeably in this paper.
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Fig. 1 A schematic diagram of the environment setup.
The construction zone is located right in front of the
landmark and the deposition zone is to the left of the
construction zone

3.1 Visual navigation to construction zone

Analogous to a honeybee’s use of the azimuthal
retinal position of a landmark, our vision-based
robots use the horizontal position of the landmark
in an image to navigate. Construction robots with
a frontal landmark ignore the laterally moving land-
mark when they move. It is only when the landmark
is at the periphery of the robot’s visual field that a
compensatory turning reacts.

As shown in Fig. 2, a robot at any location A,
can move to the construction zone by first rotating
about its center until the landmark lies in the middle
of the robot’s visual field, then assessing whether it
has entered the construction zone. If not, the robot
makes a move in a circular arc until the landmark
is at the periphery of the robot’s visual field to ar-
rive at location B. The turning direction depends
on the relative position of the robot with respect to
the landmark. If the robot is on the left-hand side of
the construction zone, the robot turns clockwise in
an arc; otherwise, it turns counter-clockwise. Then
the robot repeats the above steps until it is aligned
directly in front of the landmark, i.e., in the con-
struction zone.

This sequence of actions is referred to as a ‘look-
and-turn navigation behavior’. The design of this
navigation behavior has four considerations: firstly,
the robotic swarm should consist of some relatively
simple robots and collective construction be achieved
without recourse to direct communication, sophisti-
cated sensing, or intensive computation; secondly,
the visual landmark used for navigation should al-
ways lie within the robot’s visual field; thirdly, the

Turning radius Landmark:

Robot:

A

B

Field of view

Fig. 2 A look-and-turn visual navigation strategy. A
robot at location A firstly rotates about its center
until the landmark lies in the middle of the robot’s
visual field, and then makes a circular move until the
landmark is at the periphery of the robot’s visual field
to arrive at location B. See more details in the text

navigation behavior should allow the robots to arrive
at the construction zone; fourthly, on arrival at the
construction zone, the further the distance of robots
to the landmark, the better—This is because a fur-
ther distance means robots are more likely to find
a construction site and thus generally increases the
success rate for deposition. The first two considera-
tions are constraints that emphasize the limitations
in the individual capabilities relative to the task and
these constraints ensure that the study falls within
the swarm robotics research. The last two consid-
erations are the purposes that the visual navigation
behavior should accomplish.

In the simulation and physical experiments sec-
tion, we will present the choice of a proper turning
radius and demonstrate that the proposed naviga-
tion behavior will cause the robots to navigate to
the construction zone.

3.2 Visual localization

Once inside the construction zone, robots are
required to reach construction sites before execut-
ing the deposition behavior. Construction sites in
our experiments are locations that are evenly spaced
within the zone front of the landmark (Fig. 1). When
robots are inside the construction zone, the problem
of reaching the construction sites becomes easy to
deal with. Since the length of an object in a robot’s
camera image plane is related to the inverse of the
distance between the robot and the object (Hartley
and Zisserman, 2004), we can use this information to
determine the distance of a robot to the landmark.
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4 Linear wall construction

In the previous section, we introduced our vi-
sual template mechanism. In this section, we will
describe a linear wall construction task followed by
a minimalist behavior-based solution.

4.1 Task description

Robots are required to build a linear wall struc-
ture out of identical square bricks. No direct com-
munication exists among construction robots and
these robots rely on their local sensing capabilities
to determine the state of the environment and the
progress of the task. In the system, the camera on
each robot serves as the sensor pointing in the di-
rection of the robot’s heading. Due to the relatively
small experimental arena, it is assumed that all the
objects that are within the field of view of a robot
can be detected.

4.2 The controller

The behavior of construction robots can be im-
plemented in the form of a finite state machine. A
six-state finite state machine implementation for the
robots’ controller is given in Fig. 3 and in each of the
six states, a robot is controlled by a behavior-based
controller. Transition between states is triggered by
sensory events (Kube and Zhang, 1993). In partic-
ular, two of the states, GoToBeacon and GoToSite,
require the use of the visual landmark already de-
scribed in the previous section. The other four states
also use visual data observed by the robot’s camera,
although they do not rely on the visual landmark.
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Fig. 3 A six-state finite state machine implementation
of the wall construction algorithm

1. FindBrick: Robots enter this state both at
the beginning of the experiment and when they fin-
ish one-brick deposition. In this state, robots look
for construction materials, i.e., bricks, with the help
of a camera. To do this, robots continuously detect
the environment while rotating back and forth for a
certain degree. This behavior ensures robots do not
handle bricks already deposited. When an obstacle
is detected in the immediate vicinity, robots stop ro-
tating and wait until the obstacle moves away. Here
an obstacle refers to another robot. Upon detection
of bricks, robots switch to the CatchBrick state.

2. CatchBrick: This state moves a robot to a de-
tected brick to pick it up. While moving towards the
brick, the detection of other robots in an immediate
vicinity causes the robot to wait until the obstacle
moves away. This ensures robots do not turn away
to handle bricks that have already been deposited.
Due to the lack of centralized control, it is possible
for a brick to be detected by two or more robots, and
the late arrival robots will make transitions back to
the FindBrick state as a result. Once a robot picks
up a brick, it switches to the GoToBeacon state.

3. GoToBeacon: The behavior of the robot in
this state is guided by the visual landmark described
in the previous section, with the additional consid-
eration that upon detection of any obstacle in the
immediate vicinity, robots stop executing the look-
and-turn behavior and then turn away from the ob-
stacle. When the obstacle is no longer visible in
the immediate vicinity, robots continue to execute
the look-and-turn behavior. Once inside the con-
struction zone, robots switch their state to GoToSite.
This behavior does not always succeed in guiding the
robot to the construction zone, and in case of failure,
the robot enters the error recovery behavior (the be-
havior in the Relax state) to resolve the failure cases
to some extent.

4. GoToSite: Once again, the behavior of the
robots in this state is guided by the visual land-
mark defined in the previous section. Robots are
pre-programmed to know the distance from each con-
struction site to the landmark. While in this state,
the robots avoid obstacles by stopping their motion.
Once a robot arrives at a construction site, it enters
the Construction state.

5. Construction: A robot in this state is at a
construction site while holding a brick. It will exe-
cute a fixed motion before depositing the brick in its
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possession. As shown in Fig. 1, the deposition sites
are within the deposition zone and are parallel to the
construction sites. To reach a deposition site from a
construction site, a robot has three steps to follow: it
first makes a counter-clockwise rotation of 90◦, then
moves straight ahead for a fixed distance, and finally
puts down its brick by reversing and then perform-
ing a 180◦ turn to finish one brick deposition process.
Only one brick can be deposited at each deposition
site; therefore, robots always check the state of de-
position sites before implementing the second step.
If a deposition site is occupied by a brick, the robot
will rotate itself 90◦ clockwise, and then switch back
to the GoToSite state to try another construction
site. If a robot encounters another robot when mov-
ing towards the deposition site, it stops moving and
switches back to the GoToBeacon state.

6. Relax: During the states of GoToBeacon and
GoToSite, when a robot gets too close to the bea-
con (landmark) or experiences deadlock (where a
watchdog timer triggers a system reset because the
robot has stagnated in position for more than a cer-
tain time), it will enter the Relax state, in which
the robot rotates and then travels straight until it
reaches the boundary of the experimental environ-
ment. The rotation angle depends on the trigger for
the state transition. If the trigger is the proximity,
the rotation angle is set to 180◦. Otherwise, the
robot makes a random turn. The robot avoids any
obstacle by changing its heading in response. The
proximity to the boundary of the experimental arena
drives the robot back to the GoToBeacon state.

5 Experimental design

To validate our approach, we performed both
simulation and physical experiments. For the simu-
lation part, we first analyzed the look-and-turn walk-
ing strategy to determine a reasonable turning ra-
dius. Secondly, we were able to show that with the
controller described in Section 4, simulated robots
can collectively build a wall structure. For the phys-
ical part, we conducted experiments using one and
two physical robots, respectively, to investigate the
performance of the same controller and to explore the
factors influencing the system performance. Each
robot had an odometry sensor, which was necessary
in our experiments. Our robots performed object
detection and obstacle avoidance by means of simple

color vision.
At the beginning of the experiments, bricks were

placed randomly on one side of the arena. Robots
had no explicit global knowledge about their own lo-
cations, the positions of the bricks, or the location of
the beacon; instead, they moved under the guidance
of the beacon.

5.1 Simulation

The simulation was performed in Matlab, and
conducted in a planar bounded environment, 4 m ×
4 m in size, with a beacon located in the middle of
one boundary wall.

Two sets of simulation were designed. In the
first set, we demonstrated the effectiveness of the
look-and-turn walking pattern in terms of navigation
and then analyzed the performances with different
turning radii. In the second set, the performances of
the controller with different system populations were
measured. In both cases, robots had a field of view
(FOV) of 55◦, as in the case with real robots.

When analyzing the performance with different
turning radii, we studied the navigation path that
the robot moves along. The navigation path consists
of segments of circular arcs with the end of each arc
being the start of the next one. For one circular arc
from a starting point A to an end point B in Fig. 4,
we can derive the formula

(x − oix)
2 + (y − oiy)

2 = r2, (1)

where xi ≤ x ≤ xi+1, yi ≤ y ≤ yi+1, α = FOV/2.
The variables di, oix, oiy , ϕi, ti, θi, βi, xi+1, and yi+1

can be expressed as

di =
√
(xi − a0)2 + (yi − b0)2, (2)

oix = xi +
r(b0 − yi)

di
, (3)

oiy = yi − r(a0 − xi)

di
, (4)

ϕi = arctan (r/di) , (5)

ti =

√
r2 sin2 α+ d2i − r sinα, (6)

θi = arccos
d2i + t2i

2ti
√
r2 + d2i

, (7)

βi = α− (ϕi − θi), (8)

xi+1 = oix + r cos

(
arctan

yi − oiy
xi − oix

− βi

)
, (9)
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Fig. 4 Geometrical analysis of the visual navigation
path. The robot at location A(xi, yi) first rotates
about its center until the landmark L lies in the mid-
dle of the robot’s visual field, and then makes a move
in a circular arc of radius r until the landmark is at
the periphery of the robot’s visual field to arrive at
location B(xi+1, yi+1). The angle α is half of the field
of view (FOV) of the robot

yi+1 = oiy + r sin

(
arctan

yi − oiy
xi − oix

− βi

)
. (10)

Based on the geometric constraint that the end
of one arc is the start of the next, we can deter-
mine the navigation path by iteratively calculating
Eqs. (1)–(10). The navigation path ends when the
x-coordinate of the path reaches a0. This means the
robot reaches the construction zone (hereafter we call
the end point of the path ‘entry point’).

In the second set of simulation, bricks were rep-
resented by 0.15 m × 0.15 m rectangles. Building
robots had a circular shape and the same size as ac-
tual robots in our physical experiments with a diame-
ter of 0.33 m. The robot body would change its color
once it picked up a brick so that users could easily
distinguish those robots carrying bricks from those
that are not. The space interval between neighbor-
ing deposition sites was 0.4 m, and there were nine
deposition sites in total. We defined the completion
of the linear wall building task to be when all the
nine deposition sites were occupied by bricks.

5.2 Physical experiments

We used iRobot Roomba 400 robots, each
equipped with an AXIS network camera and a Ro-
boDynamics RooTooth bluetooth module, in our ex-
periments. A Roomba robot cannot pick up bricks;
it instead depends on pushing to manipulate a brick
around the environment (Fig. 5).

Fig. 5 Close-up view of a construction robot used in
the wall construction experiments. We used iRobot
Roomba 400 robots as our construction robots. The
robot cannot pick up the brick (cardboard in the bot-
tom left of the figure), but a similar level of function-
ality can be achieved by pushing the brick around the
floor

The physical environment was rectangular,
2.09 m × 2.02 m in size, with the beacon located
in the middle of one boundary wall. For experimen-
tal convenience, bricks, robots, and the beacon were
colored differently to facilitate detection: bricks were
represented by green cardboard blocks, robots had a
strip of red tape attached around their perimeter,
and the beacon was represented by a landmark of
two horizontally aligned circles of equal size. A sim-
ple thresholding algorithm for image segmentation
was adequate for detection of the bricks, the beacon,
and the robots. After a simple thresholding-based
segmentation of the current view, robots performed
centroid detection to determine the horizontal posi-
tion of the object of interest in the image and mea-
sured the segmented area in pixels to determine the
size of the object. Fig. 6 shows three filtered images
using this method.

In our physical experiments, the process of eval-
uating whether the alignment of the robot and the

Fig. 6 Filtered images of different objects (from left
to right: two bricks, the landmark of two horizon-
tally aligned circles of equal size, and the construc-
tion robot). Objects were segmented using a simple
thresholding algorithm
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beacon was achieved was implemented through the
comparison of two parameters: q and q0, where
q = |S1 − S2|/(S1 + S2), S1 and S2 are the image
sizes of the two circles, and q0 is a preset thresh-
old value which corresponds to an allowed maximum
value of q. When q ≤ q0, robots were assumed to
be within the construction zone where the alignment
with the beacon was achieved.

When the robot is within the construction zone,
the relationship between the distance to the beacon
d and the size of the beacon in pixels in the robot’s
image S can be approximated by (Hartley and Zis-
serman, 2004)

d =

√
SD ·D2

S
, (11)

where D is a predefined constant and SD is the size
of the beacon in pixels in the image when the robot
is at a distance of D away from the beacon with its
heading aligned with the beacon. Since we used a
landmark of two circles to represent the beacon, we
assumed S = (S1 + S2)/2.

The aim of these experiments is to verify the vi-
ability of the visual template mechanism in building
a wall structure, investigate the performance of the
same controller, and explore the factors influencing
system performance. In the physical experiments,
for performance evaluation, we defined success as
the deposition of at least three bricks.

6 Results and discussion

6.1 Simulation

6.1.1 Look-and-turn

Considering that the longest turning radius of a
physical robot is 2 m, we chose the radius values of
0.2 m, 0.5 m, 1 m, and 2 m in simulation. Four trials
with the four different radii were conducted. During
each trial, 12 positions on one side of the experi-
mental environment (black squares in Fig. 7) were
selected as the starting points from which robots
started the GoToBeacon behavior. The recorded tra-
jectories are shown in Figs. 7a–7d.

Fig. 7 shows that our look-and-turn walking
strategy allows the robots to move to the construc-
tion zone. Due to symmetry, similar results would
be expected for right-hand side starting points.
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Fig. 7 The trajectories of robots with different turn-
ing radiis (TR) in the 4 m × 4 m planar bounded en-
vironment. Lines indicate trajectories of robots start-
ing from 12 different starting points (black squares).
(a) TR = 0.2 m; (b) TR = 0.5 m; (c) TR = 1 m; (d)
TR = 2 m

To select a reasonable turning radius value, we
studied the performance with different turning radii.
That is, we analyzed the navigation path by fixing
the starting point position and varying the turning
radii. We used three metrics to gauge the perfor-
mance. The first metric, which we call the ‘path
length’, is the length of the navigation path. The sec-
ond metric, the number of arcs, tells us the number
of circular arcs that the navigation path consists of.
Since robots check the alignment with the landmark
where neighboring arcs intersect, the number of arcs
equals the number of checks. Ultimately, what we
desire is a further distance of the entry point to the
landmark. Thus, we used the distance of the entry
point to the landmark as the third metric.

Results are shown in Figs. 8–10. These graphs
plot the path length, number of arcs, and distance
of the entry point to the landmark versus different
turning radii. Given a starting point, the naviga-
tion length and the distance of the entry point to
the landmark were not sensitive to the turning ra-
dius. Furthermore, a smaller radius means the robot
checks more often which is desirable; on the other
hand, with a smaller radius, the robot will have to
stop and rotate more frequently. We made a trade-
off and chose the radius value of 0.2 m. This value
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will be used in the subsequent experiments.

6.1.2 Collective wall construction

Simulation was performed with one, two, four,
six, and eight robots, respectively. Each set under-
went 20 trials. To prevent extremely long simula-
tion time, simulation was limited to running 100 000
loops.

Fig. 11 shows representative snapshots during
the process of wall construction with two robots. The
results with different numbers of robots are summa-
rized in Fig. 12 and Table 1. The mean construction
time μ decreased up until six robots and increased
for eight robots. For all population sizes, construc-
tion progressed quickly in the beginning, with the
last bricks of the wall taking a significant amount of
time, as each subsequent brick requires more time
for the robot(s) to find a vacant spot for it. Fur-
thermore, the progress vs. time can be approxi-
mately described as a decaying exponential of the
form p(t) = 1− exp(−t/τ). The differences between
different progress curves would be in the rates of
exponential decay (the value of τ). We used the
least squares approach to fit the decaying exponen-
tial function to the experimental data. The 63%

completion times for 1 to 8 robots are listed in Ta-
ble 2 together with the τ values when the data was
fitted to the exponential decay curves.

Note that the overall building rates for four
robots and eight robots are similar. The reason is
the overcrowding in the environment. Fig. 7 shows
that the proposed visual template mechanism is bi-
ased for locations closer to the beacon. This makes
the robots converge to a relatively small area and
interference often takes place. The situation wors-
ens if there are more robots in the environment. By
enlarging the size of the environment or by broaden-
ing the robots’ field of view, an improvement of the
system performance would be expected. Since the
larger the environment size, the less the interference,
and the wider the field of view, the more robots will
navigate to the construction zone locations that are
further away from the beacon.

6.2 Physical experiments

6.2.1 One-robot case

Figs. 13 and 14 show a sequence of images
taken during two experimental trials with different
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Fig. 8 The length of the navigation path with turn-
ing radius values ranging from 0.1 m to 2.0 m. Re-
sults were obtained through iteratively calculating
Eqs. (1)–(10). The starting point is at (1,1), the
landmark at (2,4), and α = 27.5◦
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Fig. 9 The number of circular arcs that the nav-
igation path consists of with turning radius values
ranging from 0.1 m to 2.0 m. Results were obtained
through iteratively calculating Eqs. (1)–(10). The
starting point is at (1,1), the landmark at (2,4), and
α = 27.5◦
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Fig. 10 The distance between the landmark and the
entry point with turning radius values ranging from
0.1 m to 2.0 m. Results were obtained through itera-
tively calculating Eqs. (1)–(10). The starting point is
at (1,1), the landmark at (2,4), and α = 27.5◦
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Beacon
(a)

Beacon

(b)

Beacon

(c)
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(f)

Fig. 11 Linear wall construction with two robots
in a 4 m × 4 m environment. Robots that are
carrying bricks are indicated by colored circles and
robots that are not carrying bricks with white cir-
cles. Bricks are indicated by colored squares, and
are initially randomly placed on the right side of the
environment. The beacon is indicated by a rectan-
gle located in the middle of a boundary wall. (a)
Time step = 0; (b) Time step = 500; (c) Time step =

2000; (d) Time step = 4000; (e) Time step = 5000;
(f) Time step = 5720

q0 values. The results demonstrate that using the
proposed visual template mechanism the robot suc-
ceeded in the wall construction task. From Figs. 13f
and 14f, we can see that the first brick which is the
closest to the beacon is deposited very close to the
desired deposition site and the following ones have an
offset in their position due to the inaccuracy in find-
ing the construction sites. The parameters of q and
q0 determine the accuracy in finding the construc-
tion zone. A decrease in the value of q0 can reduce
the deposition inaccuracy (Fig. 14). However, the re-
sults suggest that under such conditions robots take
more time in completing the task, 586 s vs. 443 s.
Another factor influencing the performance of depo-
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Fig. 12 Average percentage of wall built through time
for different system populations

Table 1 Means and standard deviations of construc-
tion time for different population sizes

Number of robots μ (time step) σ

1 9207 4460
2 7768 6174
4 5243 3150
6 3835 2248
8 4299 2249

μ: mean of construction time; σ: standard deviation of
construction time

Table 2 Results for the progress curves

Number of robots λ (time step) τ

1 4422 4195
2 1931 1878
4 1396 1324
6 1102 1034
8 1519 1422

λ: time required for the construction process to reach 63%
completion; τ : exponential decay rate of the fitting curve

sition is noise. Since sensors are noisy, and the length
of an object in the robot’s camera image plane is re-
lated to the inverse of the distance between the robot
and the object, when robots are far from the beacon,
the corresponding size of the beacon image is small.
In such situations, the noise of the image plays a
more important role and eventually gives rise to the
inaccuracy of deposition location.

6.2.2 Two-robot case

Experimental results shown in Fig. 15 demon-
strate that our controller works in a decentralized
fashion using only local sensing and no direct com-
munication. Furthermore, using the visual template
mechanism, robots can collectively accomplish the
construction task faster: 338 s for the two-robot case
vs. 586 s for the one-robot case, which is consistent
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Construction zone

Deposition zone

(a) (b) (c)

(d) (e) (f)

Fig. 13 Linear wall construction with one physical robot (q0 = 0.008, construction time = 443 s). (a) is the
initial experimental setup. The beacon is in the top left corner of the picture. The construction zone lies
directly in front of the beacon. The deposition zone is parallel to the construction zone. Bricks (cardboard
blocks) are placed randomly on one side of the experimental environment. (b)–(f) are snapshots during the
construction process. The completion of the construction is defined as robots depositing three bricks within
the deposition zone. Due to a large value of q0, bricks were not deposited precisely. More details are given in
the text

with the simulation results shown in Fig. 12.

7 Conclusions

This research involves the assessment of the fea-
sibility of the proposed visual template mechanism
in collective construction. Our main contribution is
to demonstrate that as in nature, visual landmarks
can be used in the completion of a collective task.
Specifically, we applied the visual template mecha-
nism to the task of building a linear wall structure.
A behavior-based robot controller was presented for
the construction task. Both simulation and physi-
cal experiments were conducted. For the simulation
part, first, the look-and-turn walking strategy was
analyzed with different turning radii, and a desir-
able turning radius was chosen for the experiments.
Then collective construction with different numbers
of simulated robots was performed. We found that,
by using multiple robots, the wall structure grows

more quickly up until six robots, since the rate of
robots entering the construction zone increases with
the number of construction robots. Meanwhile, with
more robots the possibility of interference increases.
This results in the saturation effect which is typical
in multi-robot systems. It appears that a perfor-
mance peak is between six and eight robots in our
system.

For the physical experiments, collective con-
struction with iRobot Roomba robots was per-
formed. Results demonstrate that using the visual
template mechanism, robots could collectively build
the desired structure. The accuracy of construction
is limited by the threshold value of q0 and the preci-
sion of the robots’ sensors. A decrease in the value of
q0 improves the deposition accuracy and at the same
time lengthens the construction time.

Our study has shown that the proposed visual
template mechanism works well in collective con-
struction. For our controller to function properly,
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(a) (b) (c)

(d) (e) (f)

Fig. 14 Linear wall construction with one physical robot (q0 = 0.003, construction time = 586 s). Definitions
are the same as in Fig. 13. Since the value of q0 was smaller than that in Fig. 13, bricks were deposited more
accurately. More details are given in the text

(a) (b) (c)

(d) (e) (f)

Fig. 15 Linear wall construction with two physical robots (q0 = 0.003, construction time = 338 s). Definitions
are the same as in Fig. 13. Since the value of q0 was equal to that in Fig. 14, similar results were obtained.
More details are given in the text
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we need to tune certain parameters. In addition,
the proposed visual template mechanism allows for
robots manipulating homogeneous bricks in a dis-
tributed fashion using no direct communication. Al-
though we used a simple visual pattern (two circles)
to implement a landmark, robots could use any ref-
erence point or salient object in an unknown envi-
ronment as a landmark. When there are several can-
didates for the ‘final landmark’, robots could vote
and reach a consensus (Parker and Zhang, 2009) be-
fore the construction. The flexibility of selecting a
visual landmark allows collective construction in a
practical way.

Our future work includes conducting experi-
ments with more physical robots and extending the
visual template mechanism to the construction of
more complicated structures. We are also interested
in experimenting with the selection of natural land-
marks as a beacon for collective construction using
the collective decision making algorithm (Parker and
Zhang, 2009).
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