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Abstract:    Network virtualization is recognized as an effective way to overcome the ossification of the Internet. However, the 
virtual network mapping problem (VNMP) is a critical challenge, focusing on how to map the virtual networks to the substrate 
network with efficient utilization of infrastructure resources. The problem can be divided into two phases: node mapping phase 
and link mapping phase. In the node mapping phase, the existing algorithms usually map those virtual nodes with a complete 
greedy strategy, without considering the topology among these virtual nodes, resulting in too long substrate paths (with multiple 
hops). Addressing this problem, we propose a topology awareness mapping algorithm, which considers the topology among these 
virtual nodes. In the link mapping phase, the new algorithm adopts the k-shortest path algorithm. Simulation results show that the 
new algorithm greatly increases the long-term average revenue, the acceptance ratio, and the long-term revenue-to-cost ratio (R/C).  
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1  Introduction 
 

With the rapid development of Internet tech-
nology, the existing network architecture is difficult 
to maintain, given the development of the new diverse 
applications, and there is a rigid ossification problem 
(Anderson et al., 2005). Due to its multi-provider 
nature, adopting a modification of the existing one 
requires consensus among competing stakeholders, 
which is almost impossible to achieve. Network vir-
tualization allows multiple virtual networks (VNs) to 
simultaneously run on a shared infrastructure to meet 
diverse network applications. This has been recog-

nized as an effective way to overcome the ossification 
of the Internet. For example, it can enable multiple 
researchers to evaluate new network protocols si-
multaneously on a shared experiment facility (An-
derson et al., 2005; Bavier et al., 2006; Feamster et al., 
2007).  

The virtual network mapping problem (VNMP) 
is a key issue in network virtualization, which maps 
multiple VNs to the substrate network (SN) with 
virtual nodes and links’ constraints being satisfied 
(Fig. 1) (Fan and Ammar, 2006; Zhu and Ammar, 
2006; Yu et al., 2008). VNs and the SN are provided 
by service providers (SPs) and infrastructure provid-
ers (InPs), respectively. An efficient mapping scheme 
would help to improve the substrate resource utiliza-
tion and avoid congestion in the SN.  

In multi-tenant virtualization environments, InPs 
(e.g., cloud providers) and SPs (e.g., cloud users/ 
tenants) play two decoupled roles: InPs manage the 
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infrastructure resources, while SPs create VNs and 
offer end-to-end services (Turner and Taylor, 2005; 
Feamster et al., 2007; Chowdhury et al., 2009a; 
Bansal et al., 2011; Cheng et al., 2011). Guo et al. 
(2010) proposed a data center network virtualization 
architecture called SecondNet. In SecondNet, the unit 
of resource allocation for multiple tenants in the cloud 
is referred to as a virtual data center (VDC), which 
consists of virtual machines (VMs) and virtual links. 
The VDC resource allocation problem is an applica-
tion of VNMP, and the main difference is the problem 
scale. Thus, studying how to improve the efficiency 
of VNMP has a practical significance; for example, it 
can be an effective policy to instruct the resource 
allocation for cloud providers, which is critical to 
both users’ computation needs and the cloud provid-
ers’ monetary gain in cloud computing.  

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
In general, the VNMP can be classified into ei-

ther an offline or an online manner. In the former case, 
the VN requests are known in advance, and would not 
change; in the latter case, the VN requests are not 
known in advance, and are dynamically changeable. 
For example, a new experiment may run at any time, 
and then depart for some duration. 

Devising heuristic methods has become the main 
line of research in VNMP. In those methods, the 
mapping process is always divided into two phases, 
node mapping phase and link mapping phase, which 
are responsible for mapping the virtual nodes to sub-
strate nodes and the virtual links to substrate paths, 
respectively. Several studies have focused on the 
offline problem. Zhu and Ammar (2006) aimed at 
achieving load balancing in the SN and obviating the 
need for admission control. Lu and Turner (2006) 
considered only a single VN with a backbone-star 

topology, where their goal is to minimize the cost. 
Some other studies focus on the online problem. 
Chowdhury et al. (2009b) formulated the VN mapping 
problem as a mixed integer program (MIP) through SN 
augmentation, and then relaxed the integer constraints 
to obtain a linear program. Yu et al. (2008) considered 
node constraints, link constraints, admission control, 
and the online mapping problem together.  

However, the topologies of VNs are also ignored 
in the mapping phase, which may result in low infra-
structure resource utilization. Considering the sce-
nario in Fig. 2, we want to map a VN with three vir-
tual nodes 1, 2, and 3, to an SN with five substrate 
nodes A, B, C, D, and E. We first assume that the 
virtual nodes 1 and 2 have already been mapped to the 
substrate nodes A and B, respectively. Moreover, we 
assume that virtual node 3 has two mapping choices, 
substrate nodes C and D. If we do not consider the 
topology of the VN, we know that the substrate nodes 
C and D are all appropriate mapping choices. How-
ever, if one considers the topology of the VN, one can 
know that there is a virtual link between virtual nodes 
1 and 3, and there is no virtual link between nodes 2 
and 3. Thus, we may easily prefer node D to node C, 
because D is closer to A with respect to C, which 
would be a better choice when one maps the virtual 
link (1, 3), because the shorter is the substrate path, 
the less is the use of substrate resource. Thus, when 
one considers the topologies of the VNs, such as the 
relations among these nodes, one can obtain better 
mapping schemes. 
 
 
 
 
 

 
 
 
 
 
 

In this paper, we propose a new topology 
awareness algorithm for an online VNMP. This al-
gorithm considers the topologies of the VNs in the 
node mapping phase, which can efficiently reduce the 
average number of hops of substrate paths and result 
in high resource utilization.  

InPs

SPsVN

VN

VN: virtual network; SPs: service providers; InPs: infrastructure providers

Fig. 1  Mapping virtual networks to a shared substrate 
network 

Fig. 2  A mapping scenario that considers the topology 
of VNs 
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2  Virtual network mapping problem 
 

In this section, we first describe the general 
model of VNMP, and then present the problem- 
solving objectives.  

2.1  Formal definition  

Definition 1 (Substrate network, SN)    We denote SN 

by an undirected graph S S S S S( , , , ),V EG V E A A  where 

the subscript S refers to SN, VS and ES refer to the sets 

of substrate nodes and links, respectively, and S
VA  

and S
EA  refer to the attributes of substrate nodes and 

links, respectively. 
Similar to Yu et al. (2008), Chowdhury et al. 

(2009b), Lischka and Karl (2009), and Wang et al. 
(2009), in this study, we consider only the substrate 
node’s CPU and the substrate link’s bandwidth (BW). 

Thus, S
VA  and S

EA  also refer to CPU consumption 

and BW, respectively.  
PS={p1, p2, …, pm} denotes the set of substrate 

paths in SN. For substrate path piPS, there should 

have substrate nodes 1 2
S S S S, ,...,i i inv v v V  satisfying 

pi=eS(i1, i2)→eS(i2, i3)→…→eS(i(n−1), in), where pi 

is a substrate path between nodes 1
S
iv  and S ,inv  and 

consists of links eS(ij, i(j+1)), for 0≤j≤n−1. 
Definition 2 (Virtual network, VN)    We denote the 

VN by an undirected graph V V V V V( , , , ),V EG V E C C  

where the subscript V refers to VN, VV and EV refer to 
the sets of virtual nodes and links, respectively, and 

V
VC  and V

EC  refer to the constraints of virtual nodes 

and links, respectively.  
Definition 3 (Virtual network mapping problem, 
VNMP)    VNMP is a mapping process from GV to GS, 

denoted as V S S V E: ( , , , ),M G V P R R   where S SV V   

and S S.P P   In addition, RV and RE are the substrate 

resources allocated to the virtual nodes and virtual 
links, respectively.  

In general, VNMP is composed of the node 
mapping phase and the link mapping phase. The node 
mapping phase maps the virtual nodes to the substrate 
nodes that satisfy the required CPU constraint, and 
the link mapping phase maps the virtual links to the 
substrate paths that satisfy the required BW constraint 
(Lu and Turner, 2006; Zhu and Ammar, 2006). 

We denote the node mapping phase by 

V V S V: ( , ) ( , ),V VM V C V R  where S SV V   and RV are 

the resources that have been allocated to the virtual 
nodes. The hard constraint is that different virtual 
nodes of the same VN cannot be mapped to the same 
substrate node.  

We denote the link mapping phase by ME: 

V V S E( , ) ( , ),EE C P R  where S SP P   and RE are the 

resources that have been allocated to the virtual links. 
Fig. 3 shows an example of VNMP. Fig. 3c gives 

a mapping solution for the two VNs in Figs. 3a and 3b. 
We can easily determine that there are many different 
mapping solutions for the same problem (for example, 
mapping the virtual node b to the substrate node A), 
and we would obtain some other different mapping 
solutions. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

2.2  Problem-solving objectives 

Similar to Zhu and Ammar (2006), Yu et al. 
(2008), and Cheng et al. (2011), the revenue of ac-
cepting a VN GV at time t can be defined as  

 

V V V V

V V V( , ) CPU( ) BW( ),
v V e E

R G t v e
 

          (1) 

 
where CPU(vV) refers to the required CPU of the 
virtual node vV, and BW(eV) refers to the required 
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Fig. 3  An example of the virtual network mapping 
problem (VNMP) 
(a) and (b) are two virtual networks, and (c) is a substrate 

network 
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bandwidth of the virtual link eV. Considering that the 
relative importance of CPU and BW may be different 
in different applications, we define a relative factor α 
to modify Eq. (1), and the revenue of accepting a VN 
is finally formulated by  
 

V V V V

V V V( , ) CPU( ) BW( ).
v V e E

R G t v e
 

          (2) 

 
Similar to Yu et al. (2008), the cost of accepting 

a VN GV at time t can be defined as Eq. (3), which 
refers to the total substrate resources allocated to the 
VN: 

 
V

S

V V V V S S

V V V( , ) CPU( ) BW( , ),e
e

v V e E e E

C G t v f e
  

       (3) 

 
where V

S
{0,  1}.e

ef   When the substrate link eS is 

assigned to the virtual link eV, V

S
=1;e

ef  otherwise, 

V

S
=0.e

ef  The BW allocated to a virtual link is also 

equal to the product of the virtual link’s required BW 
and the number of hops of the substrate paths. We also 
balance the relative importance between CPU and BW 
with the relative factor α. 

Similar to Yu et al. (2008) and Cheng et al. 
(2011), the long-term average revenue is defined as 

 

V
0

1
lim ( , ).

T

T
t

R G t
T


                      (4) 

 
Similar to Cheng et al. (2011), R/C is defined as 

the long-term revenue-to-cost ratio, which is formu-
lated by 

 

V0

V0

( , )
/ lim .

( , )

T

t
TT
t

R G t
R C

C G t





 


                 (5) 

 
R/C is an important factor for judging the perform-
ance of the mapping algorithm, since it indicates the 
efficiency of infrastructure resources utilization. 

In this work, we also consider the access control 
mechanism. When the substrate resources are not 
sufficient to be allocated to the new arrival VN at one 
time, we refuse to accept the VN. Therefore, we de-
fine the VN acceptable ratio, similar to Cheng et al. 
(2011), as follows: 

S0

0

VN
lim ,

VN

T

t
TT
t









                         (6) 

 
where VNS is the number of VN requests successfully 
accepted by the SN, and VN is the number of the 
arrival VN requests.  
 
 

3  Topology awareness virtual network map-
ping algorithm 
 

Yu et al. (2008) have proposed a simple map-
ping algorithm (baseline algorithm), which maps 
virtual nodes using the greedy algorithm and virtual 
links using the k-shortest path algorithm. The baseline 
algorithm maps the virtual nodes without considering 
the topology of the VN. As a consequence, virtual 
nodes connected by the virtual links may be mapped 
too far away (with multiple hops). Furthermore, ac-
cording to Eq. (3), we know that the infrastructure 
resource utilization is low in the baseline algorithm. 

Considering the limitation of the baseline algo-
rithm, we propose a new topology awareness map-
ping algorithm that considers the topologies of the 
VNs in the node mapping phase. 

3.1  Node mapping phase 

The baseline algorithm maps the virtual node to 
the substrate node with the current maximum avail-
able resource H(vS) according to the virtual nodes’ 
required CPU in descending order. However, it does 
not consider the topology of VN in the node mapping 
phase. The available resource for substrate node vS is 
defined by (Yu et al., 2008) 
 

S
S

S
S S

( )

( ) CPU( ) BW( ),
l L v

H v v l


               (7) 

 
where CPU(vS) refers to the remaining CPU resource 
of substrate node vS, L(vS) is the set of all substrate 
links that connect vS, and BW(lS) is the unoccupied 
BW resource for substrate link lS. 

In our algorithm, we first sort the virtual nodes 
according to their node degrees in descending  
order. Supposing m=|VV|, without loss of generality, 
the sorted sequence of virtual nodes can be described 
as  
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1 2
V V V, ,..., ,mv v v  

 
where DG1≥DG2≥…≥DGm, and DGi refers to the 

node degree of virtual node V.iv  

In our algorithm, we map the virtual node to the 
substrate node with the largest node selection inte-
grated factor (NSIF). NSIF is defined as  

 
1

V V
1

S S 1

V S V V
1

link( , )

NSIF( ) CPU( ) ,
hops( ( ), ) link( , )

i
j i

j

i
V j j i

j

v v

v v
M v v v v








 





 

 

where V( )V jM v  refers to the substrate node that vir-

tual node V
jv  is mapped to, V Shops( ( ), )V jM v v  refers 

to the substrate path with the fewest hops between 

substrate nodes V( )V jM v  and vS in the SN, and 
1

V V1link( , )i j i
j v v
  refers to the number of virtual 

nodes that have virtual links between the virtual node 

V
iv  in the set 1 2 1

V V V, ,..., .iv v v   The value of 

V Vlink( , )i jv v  is 1 when virtual nodes V
iv  and V

jv  are 

connected by a virtual link, and 0 otherwise. 
NSIF considers the topology of the VN in the 

node mapping phase. The processes are as follows. 

When we map the ith node V
iv  according to the sorted 

sequence, we know the nodes 1 2 1
V V V, , ..., iv v v   have 

already been mapped to the SN. To reduce the aver-
age number of hops of substrate paths, we should 
make the two virtual nodes that have a virtual link 
between them not be mapped too far away in the SN. 

Thus, when we map V ,iv  we also consider whether 

the nodes 1 2 1
V V V, , ..., iv v v   have virtual links with V .iv  If 

there is a virtual link between V
iv  and V

jv  (0≤j≤i−1), 

we should select the substrate V( )V iM v  that is close 

to V( ).V jM v  

Among the virtual nodes 1 2 1
V V V, , ..., ,iv v v   we 

need to select a substrate node vS that is close to all the 

nodes V
V( )jM v  (0≤j≤i–1), if there is a virtual link 

between V
iv  and V.jv  Thus, we know that the sub-

strate node should minimize  

1

V V
1

1

V S V V
1

link( , )

,
hops( ( ), ) link( , )

i
j i

j
i

V j j i

j

v v

M v v v v













 

 

which represents the average number of hops of sub-
strate paths. Meanwhile, considering the remaining 
CPU of the substrate node, we obtain the node selec-
tion factor NSIF.  

 
Algorithm 1    Node mapping 
  for each VN request in order do  
        Sort the virtual nodes according to their node degree 

DGi in descending order 
        for each node of the VN request in order do 

            For the ith virtual node ,i
Vv  compute the NSIF 

values of the substrate nodes, and map them to 
the node with the largest NSIF value 

        end for 
        if node resource constraint is satisfied then 
            return NODE_MAPPING_SUCCESS 
        else 
            return NODE_MAPPING_FAILED 
  end for  

 

3.2  Link mapping phase 

In the link mapping phase, similar to Yu et al. 
(2008) and Cheng et al. (2011), we adopt the 
k-shortest path algorithm (Eppstein, 1994) to map 
virtual links to substrate paths.  

 
Algorithm 2    Link mapping 
Input: The node mapping pairs generated by Algorithm 1.
Output: The substrate paths for node mapping pairs. 
  Map the virtual links using the k-shortest path algorithm
  if link resource constraints are satisfied then 
      return LINK_MAPPING_SUCCESS 
  else 
      return LINK_MAPPING_FAILED 
  end if 

 

3.3  Time complexity analysis 

Suppose there are n VNs, the average number of 
nodes for each VN is p, the number of substrate nodes 
in SN is m, and the number of substrate links in SN is 
q. We know the complexity of the algorithm is  
polynomial-time. 
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The time complexity of sorting p virtual nodes is 
O(p2), and for n VNs, the time complexity is O(np2). 
The time complexity of Algorithm 1 is based on the 
second for loop. The time of computing the shortest 
path between two nodes is O(m2), and the time of 
computing NSIF is O(m2p). Thus, the time complex-
ity of Algorithm 1 is O(m2p)×O(n)=O(m2pn). Algo-
rithm 2 adopts the k-shortest path algorithm (Eppstein, 
1994) to map the virtual links, and thus can be solved 
in polynomial time.  

In summary, the time complexity of our mapping 
algorithm is max{O(np2), O(m2pn), polynomial}; thus, 
our algorithm can be solved in polynomial time. 

 
 

4  Simulation results 
 

In this section, we first introduce the perform-
ance evaluation environment, and then present our 
main evaluation results. 

4.1  Evaluation settings 

We have implemented a simulator to evaluate 
the performance of our algorithm. The simulator is a 
modified version of the VN mapping simulator de-
vised by Princeton University, as mentioned in Yu et 
al. (2008). 

Similar to Yu et al. (2008), in our experiment, 
the SN topology was configured to have 100 nodes 
with about 570 links, corresponding to a medium 
sized Internet service provider (ISP). We used the 
GT-ITM tool (Zegura et al., 1996) to generate the SN. 
The CPU and BW resources of the nodes and links 
were real numbers uniformly distributed between 50 
and 100. 

For each VN, the number of virtual nodes was 
determined by a uniform distribution between 2 and 
20. The average VN connectivity was fixed at 50%, 
which means that an n-node VN has n(n−1)/4 links on 
average. The required CPU and BW of virtual nodes 
and links were real numbers uniformly distributed 
between 0 and 50. The arrivals of VN requests were 
modeled by a Possion process, with two requests per 
minute. The lifetime of the VN requests followed an 
exponential distribution with an average of 10 min. 
We ran each of our simulations for about 60 min.  

We considered two scenarios, as the relative 
factor α was set to 1 and 2, respectively. 

4.2  Evaluation results 

Our evaluation results quantified the efficiency 
of the two algorithms. Several performance metrics 
for the evaluation purposes were used, including the 
long-term average revenue, acceptance ratio, average 
number of hops of the substrate paths, R/C ratio, and 
runtime of the algorithms. We also evaluated our 
results from three aspects, the general VNs and SN, 
the SN with changeable nodes, and the VNs with 
changeable required CPU or BW. We summarize the 
key observations from our simulation as follows. 

4.2.1  General VNs and SN 

The attributes of the general VNs and SN were 
the same as in the assumption, and would not change. 

Figs. 4a and 4b show the R/C ratio of the two al-
gorithms while setting α=1 and α=2, respectively. The 
R/C ratio of the topology awareness algorithm was 
obviously larger than that of the baseline algorithm.  

 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The reason is that the virtual links mapped by 

our algorithm are shorter than by the baseline algo-
rithm. The former considers reducing the hops of the 
substrate paths by using the NSIF as the substrate 
node selection index in the node mapping phase, 
while the latter does not.  

Fig. 4  R/C comparison between the baseline algorithm 
and the topology awareness algorithm with α=1 (a) and 
α=2 (b) 
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As shown in Fig. 5, the average number of hops 
of the topology awareness algorithm was obviously 
smaller than that of the baseline algorithm. For the 
topology awareness algorithm, the average number of 
hops was around 1.1, while for the baseline algorithm, 
it was around 2.0. According to Eq. (3), for the same 
VNs, the average cost of the latter was larger than that 
of the former (Fig. 4). 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
We also compared the time complexity of the 

two algorithms. Without loss of generality, we com-
pared the time complexity of mapping the same 
number of VNs to the SN. 

Fig. 6 shows that the time complexity of the two 
algorithms was basically linear, and they were both 
polynomial time algorithms. The time complexity of 
the topology awareness algorithm was larger than that 
of the baseline algorithm, still polynomial time. The 
reason is that the former algorithm computes the 
NSIF value and spends much time in computing the 
distance among the substrate nodes, while the latter 
computes the H(vS) value, which is simple. 

Fig. 7 shows that the acceptance ratio of the to-
pology awareness algorithm was significantly larger 
than that of the baseline algorithm. The reason is that 
the higher R/C ratio indicates a higher resource utili-
zation, which further results in accepting more VNs at 
certain infrastructure resources.  

Figs. 8a and 8b show the average revenue of the 
two algorithms, setting α=1 and α=2, respectively. The 
topology awareness algorithm produced higher aver-
age revenue than the baseline algorithm. As mentioned 
above, the acceptance ratio of the former was higher, 
and thus more VNs can be accepted in the same time 
window, which results in the higher revenue. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6  Comparison of the runtime between the baseline 
algorithm and the topology awareness algorithm 

Fig. 8  Comparison of the average revenue between the 
baseline algorithm and the topology awareness algo-
rithm with α=1 (a) and α=2 (b) 

Fig. 5  Comparison of the average number of hops be-
tween the baseline algorithm and the topology awareness 
algorithm 
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Fig. 7  Comparison of the acceptance ratio between the 
baseline algorithm and the topology awareness algorithm
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4.2.2  SN with changeable nodes 

As the attributes of VNs are the same as in the 
assumption, we evaluated the maximum number of 
accepting VNs (the most VNs simultaneously running 
on the SN) as we changed the nodes of the SN. 

Fig. 9 shows the maximum number of accepting 
VNs while setting the number of substrate nodes from 
50 to 100. The results were approximately linear, and 
the result of the topology awareness algorithm was 
slightly better than that of the baseline algorithm.  

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

4.2.3  VNs with changeable required CPU or BW 

In this experiment, we compared the R/C ratios 
of the two algorithms, as the requester’s CPU or BW 
varied. 

We assumed that the SN was fixed with 100 
nodes and 570 links, and the topologies of VNs were 
also fixed. Now, we compared the R/C ratio with the 
required CPU of VNs increasing from 10% to 90% of 
the assumption (uniformly distributed between 0 and 
50). The relative factor α was set to 1. 

As shown in Fig. 10, the R/C ratio of the topol-
ogy awareness algorithm was larger. Moreover, the 
R/C ratio became larger as the required CPU in-
creased. This was more obvious for the baseline  
algorithm. 

We also compared the R/C ratio with the re-
quired BW of VNs increasing from 10% to 90% of 
the assumption (uniformly distributed between 0 and 
50). The relative factor α was set to 1. 

As shown in Fig. 11, the R/C ratio of the topol-
ogy awareness algorithm was larger than that of the 
baseline one. The R/C ratio became smaller as the 

required BW increased, and this was more obvious 
for the baseline algorithm.  

 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
5  Conclusions 
 

In this paper, we present a new topology 
awareness virtual network mapping algorithm. The 
new algorithm is composed of two mapping phases. 
In the node mapping phase, it maps the virtual nodes 
to the substrate nodes. It selects the substrate node by 
NSIF, which considers the available CPU resource of 
the substrate nodes and the topology of the VN. In the 
link mapping phase, it maps the virtual links to the 
substrate paths using the k-shortest path algorithm.  

We compared the performance of the new map-
ping algorithm with that of the baseline algorithm (Yu 
et al., 2008). Our findings are summarized as follows:  

1. The new topology awareness algorithm pro-
duces a higher average revenue and acceptance ratio 
than the baseline algorithm. 
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Fig. 9  Comparsion of the maximum number of accept-
ing virtual networks between the baseline algorithm and 
the topology awareness algorithm 

Fig. 10  The relationship between R/C and CPU for the 
baseline algorithm and the topology awareness algo-
rithm (α=1) 
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Fig. 11  The relationship between R/C and bandwidth 
(BW) for the baseline algorithm and the topology 
awareness algorithm (α=1) 
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2. The time complexity of the topology aware-
ness algorithm is higher than that of the baseline al-
gorithm, but it is still polynomial time. 

3. The R/C ratio becomes larger as the virtual 
nodes’ required CPU increases, and becomes smaller 
as the virtual links’ required BW increases.  

We will extend our work by considering dy-
namic change of the substrate network (e.g., substrate 
nodes or link failure, and topology change) and the 
specific application oriented VNMP (e.g., applica-
tions based on content delivery network (CDN), 
peer-to-peer (P2P), and cloud computing). 
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