
Anwar et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2014 15(4):293-299 293

 

 

 

 

A frequency domain design of PID controller for an AVR system 
 

Md Nishat ANWAR, Somnath PAN 

(Department of Electrical Engineering, Indian School of Mines, Dhanbad 826004, India) 

E-mail: nishatnith@gmail.com; somnath_pan@hotmail.com 

Received Aug. 15, 2013;  Revision accepted Dec. 18, 2013;  Crosschecked Mar. 17, 2014 

 

Abstract:    We propose a new proportional-integral-derivative (PID) controller design method for an automatic voltage regula-
tion (AVR) system based on approximate model matching in the frequency domain. The parameters of the PID controller are 
obtained by approximate frequency response matching between the closed-loop control system and a reference model with the 
desired specifications. Two low frequency points are required for matching the frequency response, and the design method 
yields linear algebraic equations, solution of which gives the controller parameters. The effectiveness of the proposed method is 
demonstrated through examples taken from the literature and comparison with some popular methods. 
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1  Introduction 

 
The proportional-integral-derivative (PID) con-

troller with its variants is the most widely accepted 
controller for industrial applications due to its simple 
structure and ease of application. It provides solu-
tions to a wide range of processes by improving tran-
sient performance and steady state performance. The 
performance of the desired control system depends 
on the plant dynamics as well as the gains of the PID 
controller. Researchers have presented various tun-
ing methods for PID controllers and these may be 
found in Astrom and Hagglund (1995) and O'Dwyer 
(2006). The various design techniques such as the 
frequency domain design techniques (Ziegler and 
Nichols, 1942; Wang et al., 1995), internal model 
control (IMC) (Rivera et al., 1986; Tan, 2010), opti-
mization of the error criteria (Panagopoulos et al., 
2002; Shen, 2002), direct synthesis design (Chen and 
Seborg, 2002), and gain- and phase-margin based 
design (Ho et al., 1995) provide a wide range of 
choices for the selection of PID parameters.  

The automatic voltage regulation (AVR) sys-
tems continuously adjust the field excitation to main-
tain the generator terminal voltage at a specified lev-
el (Kundur, 1994). The PID controller design method 
for an AVR system using particle swarm optimiza-
tion (PSO) was presented in Gaing (2004), one using 
a chaotic ant swarm (CAS) based algorithm was pre-
sented in Zhu et al. (2009), and an intelligent particle 
swarm optimized fuzzy PID controller was presented 
in Mukherjee and Ghoshal (2007). Recently, frac-
tional order PID controllers for AVR systems have 
been getting increased attention. Zamani et al. (2009) 
proposed a fractional order PID based on PSO with a 
novel cost function which considers time and fre-
quency domain specifications. Pan and Das (2013) 
proposed a fractional order PID controller based on a 
non-dominated sorting genetic algorithm (NSGA) 
with multi-objective optimization which ensures sta-
bility and robustness. A model reference adaptive 
control (MRAC) with a genetic algorithm (GA) op-
timized fractional order PID controller has been pro-
posed by Aguila-Camacho and Duarte-Mermoud 
(2013).  

In this paper, a new PID controller design meth-
od based on frequency response matching for AVR 
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systems is proposed. For the PID controller design, 
the desired requirement of the overall system is first 
translated into a reference model and then the overall 
system transfer function including the unknown con-
troller is matched with the reference model in the 
frequency domain, giving the desired controller of 
the high order dynamics, which is further simplified 
to a PID controller by approximate frequency re-
sponse matching using linear algebraic equations.  
 
 
2  AVR system 

 
The PID controller improves the steady state as 

well as the dynamic response of the system, and is 
implemented in parallel (Ang et al., 2005) to regulate 
the voltage and reactive power of a synchronous 
generator, as given by 

 

I
P D( ) ,

K
C s K K s

s
  

                  
(1) 

 
where KP, KI, and KD are the proportional, integral, 
and derivative constants, respectively, of the control-
ler employed in the control architecture (Fig. 1).  

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The AVR system maintains the terminal voltage 
magnitude of an alternator to a specified value by 
regulating the reactive power flow by controlling the 
generator excitation. Typical components of an AVR 
system (Kundur, 1994) are amplifier, exciter, genera-
tor, and sensor. The linearized models of various 
components are shown in Fig. 2. The parameters of 
the AVR model and the transfer function of each 
item are shown in Table 1 (Gaing 2004). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3  Design method 
 
The aim of an AVR system is to keep the termi-

nal voltage of the generator at a steady value, which 
is affected mainly by the reactive power flow. The 
generator reactive power is controlled by the field 
excitation system. The problem may be stated as 
finding the parameters of the PID controller in the 
control system configuration of Fig. 1 or Fig. 2, so as 
to keep the terminal voltage Vt(s) at a specified value 
Vref(s).  

 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1  The parameters of an AVR system 

Component Transfer function Parameter limits

Amplifier R A
A

u A

( )
( )

( ) 1

V s K
G s

V s s
 


 10≤Ka≤400,  

0.02 s≤τa≤0.1 s 

Exciter F E
E

R E

( )
( )

( ) 1

V s K
G s

V s s
 


 1≤KE≤10,  

0.4 s≤τE≤1.0 s 

Generator t G
G

F G

( )
( )

( ) 1

V s K
G s

V s s
 


 

KG depends on  
load (0.7–1.0),  
1.0 s≤τG≤2.0 s 

Sensor S S
S

t S

( )
( )

( ) 1

V s K
G s

V s s
 


 0.001 s≤τS≤0.06 s 

KS=1 

yu e r 

d

+– 

GP(s) C(s) 

GS(s) 

Fig. 1  Unity negative output feedback configuration 
r is the input, e is the error, u is the controller output, d is the 
disturbance, y is the output to the plant, and GP(s) and GS(s)
are the linearized model blocks of an AVR system 
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   

PID controller Amplifier Exciter Generator 

dV

Fig. 2  Control configuration of an AVR system with a PID controller 
Vt(s) is the terminal voltage, Vref(s) is the reference voltage to be achieved by the AVR system, and ΔVd is the disturbance 
due to the change of reactive power demand 
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From Fig. 2, the transfer function of the closed-
loop system from r to y may be written as 

 

t P
,

ref P

( ) ( ) ( )
( ) .

( ) 1 ( ) ( ) ( )r y

V s C s G s
G s

V s C s G s F s
 


         

(2) 

 
From the equivalence of Figs. 1 and 2, 
 

P A E G

A E G

A E G

( ) ( ) ( ) ( )

,
(1 )(1 )(1 )

G s G s G s G s

K K K

s s s  




  

             

(3) 

and  

S S S( ) / (1 ).G s K s 

                   

(4) 

 
The first step of the design procedure is to 

choose or construct a suitable reference model Mr,y(s) 
which incorporates the desired specification of the 
overall control system from r to y. 

The reference model is chosen as  
 

,

( )
( ) ,

( )r y

P s
M s

Q s


                           

(5) 

 
where P(s)/Q(s) is a rational polynomial. 

To achieve the desired set-point response of the 
closed-loop system, the frequency response of Gr,y(s) 
and that of Mr,y(s) are matched: 

 

P
, j , j

P j

( ) ( )
 ( )

1 ( ) ( )
( ) ,

( ) r sr y s y

s

C s G s
M s

C s G
G

s
s

F s 


 







 
(6) 

 

where the left-hand side expression is equivalent 
with the right-hand side expression in terms of fre-
quency response, and the unknown parameters of 
controller C(s) are to be evaluated. Eq. (6) may be 
written as 
 

,

,

A E G S

A E G S

j
P j

S j

j
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( )

( )(1 )(1 )

( )
( )[1 ( )]

[ ( )
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(

]
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( )

.
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P s s s s s
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
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
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






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


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





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 (7) 

Here, H(s) is the controller that would satisfy the 
design requirements ideally, where the order and 
structure of H(s) may not be suitable for implementa-
tion. However, Eq. (7) may be written as 
 

R I R I( ) ( ) ( ) ( )j j ,C C H H                 (8) 

where 

R Ij

R Ij

( ) j

( ) j

( ) ( ),

( ) ( ),

s

s

C s C C

H s H H





 

 




 

 
 

and CR(ω), CI(ω), HR(ω), HI(ω) are the real func-
tions of ω. Separating the real and imaginary parts, 
Eq. (8) may be written as 
 

R R I I,  ( ) ( ) ( ) ( ).C H C H               (9) 

 
To force the equivalence of two real functions, 

CR(ω) and CI(ω) with HR(ω) and HI(ω) respectively, 
one may equate the appropriate number of initial 
terms of the corresponding Taylor series expansion 
around ω=0. Thus, to accomplish an approximate 
matching of the left-hand side functions in Eq. (9) 
with the corresponding functions on the right-hand 
side, the initial N derivatives of the corresponding 
functions are equated at ω=0 to give 

 

R R

0 0

d d

d d
( ) ( ) ,

k k

k k
C H

 


 

 
 

         (10) 

I I

0 0

d d

d d
( ) ( ) .

k k

k k
C H

 


 

 
 

          

(11) 

 
Now, using the divided difference calculus as in 

Pan and Pal (1995), it may be observed that the de-
rivative relation in Eq. (10) will be satisfied ap-
proximately, if the following algebraic relation is 
satisfied: 

 

R R( ) ( ) [0, 1]= ,   ,
k k

C H k N
 

 
   

 
     

(12) 

 
where ωk are small positive values around ω=0.  
Similarly, 
 

I I( ) ( ) ,   [0, 1].
k k

C H k N
 

  
   

        (13) 
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Now, theoretically, the range of ω is from 0 to 
∞ and for such an infinite range, it is meaningless to 
find ωk values which are small. The smallness of the 
frequency values chosen is made consistent with the 
consideration of the effective range of the frequency 
response. This is elaborated as follows: If τ is the 
dominant time constant of the plant, 10 times 2π/τ, 
which is 20π/τ, can be assumed to be the effective 
range of the dominant frequency response of the 
plant. Hence, the low frequency values, for the pur-
pose of matching, may be selected around 0.01 times 
the effective range. Such frequency points for match-
ing give good results for most plants. It is clear from 
Eqs. (12) and (13) that N values of ω give 2N linear 
algebraic equations with the known parameters. For 
three unknowns of the PID controller, N is at least 
equal to two. For two frequency points ω0 and ω1, 
the following expression is obtained: 

 

,Ax b                           (14) 

where 

0 0

1 1

1 0 0

0 1/
,

1 0 0

0 1/

 
  
 
 

 

A
 

 

 

 T

P I D ,K K Kx
 

 TR 0 I 0 R 1 I 1( ) ( ) ( ) ( ) .H H H Hb      

 
Directly from Eq. (14), we obtain two values of KP 
as KP1=HR(ω0), KP2=HR(ω1). 

It is observed from various examples that 
KP1≈KP2. Thus, we may take the value of KP as any 
one of KP1 and KP2 or an average of these.  

Then, to evaluate the remaining parameters, KI 
and KD, Eq. (14) may be simplified as 
 

1 1 1,A x b
                            

(15) 

where 

0 0
1

1 1

1 /
,

1 /

 
   

A
 
 

  T1 I D ,K Kx
 

 0

T

1 I I 1( ) ( ) .H Hb  
 

 
Then, the solution of Eq. (15) determines KI and KD. 
Thus, the parameters of the PID controller are  
evaluated. 

4  Simulation results 
 
Example 1    An AVR system taken from Gaing 
(2004) is considered with the parameters given in 
Table 2. 

 
 
 
 
 
 

 
 
First, the nominal system is simulated without 

the controller. The terminal voltage response with 
unit step input is shown in Fig. 3, where it is ob-
served that the peak overshoot is MP=50.6%, the 
steady state error is ess=9.09%, the rise time is 
tr=0.269 s, and the settling time is ts=6.98 s. 

 
 
 
 
 
 
 
 
 
 
 
 
The reference model is chosen as  

 

,

1
( ) ,

0.22 1r yM s
s


  

 

which gives the settling time as 0.86 s and the rise 
time as 0.48 s. The frequency points are chosen as 
ω0=0.01 rad/s and ω1=0.02 rad/s for frequency re-
sponse matching, and the design procedure yields the 
PID controller as 
 

( ) 0.652 0.434 / 0.236 .C s s s  
 

Figs. 4 and 5 and Table 3 show the set-point re-
sponses due to the unit step input at t=0 and re-
sponses due to unit step disturbance ΔVd at t=5 s 
along with the controller outputs by the proposed 
controller as well as by those of Gaing (2004),  

Table 2  Parameters used for Example 1 

Component Gain Time constant (s) 

Amplifier KA=10 τA=0.1 

Exciter KE=1 τE=0.4 

Generator KG=1 τG=1.0 

Sensor KS=1 τS=0.01 

Fig. 3  Generator terminal voltage of an AVR system 
without a controller 

0 2 4 6 8 10 120

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Time (s)

T
er

m
in

a
l v

o
lta

g
e 

(p
.u

.)



Anwar et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2014 15(4):293-299 297

Mukherjee and Ghoshal (2007), and Kim (2011). 
The overshoot in the set-point response by the pro-
posed method is less than those given by Gaing 
(2004) and Kim (2011)’s methods, while the settling 
time by the proposed method is less than those given 
by Mukherjee and Ghoshal (2007) and Kim (2011)’s 
methods. Table 3 shows the stability comparison in 
terms of gain margin (GM) and phase margin (PM). 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

To show the robustness of the proposed control-
ler, +50% changes in the gain and time constant of 
the generator are considered. The corresponding re-
sponse is shown in Fig. 6, and performances of vari-
ous methods are given in Table 4. The overall per-
formance of the proposed method is favorable com-
pared with those of the other methods. For the pro-
posed controller, the maximum output due to distur-
bance is the least and the overall integral square error 
(ISE) is the lowest. 

 
 
 
 
 
 
 
 
 
 
 

 
Example 2    An AVR system taken from Zhu et al. 
(2009) is considered. The parameters are given in 
Table 5.  

The reference model Mr,y(s) is chosen as 
 

,

1
( ) ,

0.25 1r yM s
s




 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Table 3  Performance comparison for Example 1 

Set-point response Load-disturbance response 
Method KP KI KD 

MP (%) ts (s) 
GM PM

MP (%) ts (s) 
ISE*

Proposed 0.652 0.434 0.236 2.0 0.41 26.1 67.7 16.1 2.75 0.168

Gaing (2004) 0.657 0.538 0.218 4.5 0.40 25.8 67.6 16.6 2.15 0.171
Mukherjee and 

Ghoshal (2007) 
0.374 0.268 0.100 0 0.92 32.6 71.9 24.5 3.20 0.307

Kim (2011) 0.672 0.478 0.229 3.7 1.06 26.2 66.4 16.3 2.50 0.178

GM: gain margin; PM: phase margin. ISE: integral square error (* for 12 s) 

Fig. 4  Terminal voltage of the generator for Example 1
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Fig. 5  Controller output for Example 1 
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1.0
Fig. 6  Terminal voltage of the generator for Example 1 
with +50% changes in KG and τG 
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Table 4  Performance comparison for +50% changes in KG and τG for Example 1 

Set-point response Load-disturbance response 
Method KP KI KD 

MP (%) ts (s) MP (%) ts (s) 
ISE*

Proposed 0.652 0.434 0.236 4.5 0.70 17.0 2.61 0.169

Gaing (2004) 0.657 0.538 0.218 8.6 2.04 17.4 2.05 0.173
Mukherjee and 

Ghoshal (2007) 
0.374 0.268 0.100 8.0 2.30 26.0 2.90 0.309

Kim (2011) 0.672 0.478 0.229 7.5 1.63 17.1 2.40 0.168

ISE: integral square error (* for 10 s) 



Anwar et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2014 15(4):293-299 298 

 
 
 

 
 
 
 
which gives settling time as 0.97 s and rise time as 
0.55 s. The low frequency points are selected as 
ω0=0.01 rad/s and ω1=0.02 rad/s for the purpose of 
frequency response matching. The obtained PID con-
troller is as given below: 
 

0.( 3) 30 /.5093 0.20 .sC s s  
  

Figs. 7 and 8 show the unit step response of the 
terminal voltage and the controller output, respec-
tively, using the proposed controller and that given 
by Zhu et al. (2009), and Table 6 tabulates the per-
formance comparison. A unit step disturbance is ap-
plied at t=3 s and the performance comparison is 
shown in Figs. 7 and 8 and Table 6. The peak over-
shoot by the proposed method is less than that given 
by Zhu et al. (2009). For comparing the stability, 
GM and PM have been shown in Table 6. The ro-
bustness of the proposed controller is studied by 
considering +50% changes in the gain and time con-
stant of the generator. The corresponding response is 
shown in Fig. 9, and the performances are given in 
Table 7. In terms of overall performance, the pro-
posed controller is comparable with that of Zhu et al. 
(2009). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 6  Performance comparison for Example 2 

Set-point response Load-disturbance response 
Method KP KI KD 

MP (%) ts (s) 
GM PM

MP (%) ts (s) 
ISE*

Proposed 0.5093 0.3300 0.2000 0.4 0.51 22.6 70.5 2.0 1.4 0.182

Zhu et al. (2009) 0.5613 0.3670 0.2326 2.0 0.42 21.4 68.0 2.0 1.4 0.167

GM: gain margin; PM: phase margin. ISE: integral square error (* for 6 s) 
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Fig. 7  Terminal voltage of the generator for Example 2

Fig. 8  Controller output for Example 2 
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Fig. 9  Terminal voltage of the generator for Example 2 
with +50% changes in KG and τG 
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Table 5  Parameters used for Example 2 

Component Gain Time constant (s) 

Amplifier KA=12 τA=0.09 

Exciter KE=10 τE=0.5 

Generator KG=0.1 τG=1.1 

Sensor KS=1 τS=0.02 

 

Table 7  Performance comparison for +50% changes in KG and τG for Example 2 

Set-point response Load-disturbance response 
Method KP KI KD 

MP (%) ts (s) MP (%) ts (s) 
ISE*

Proposed 0.5093 0.3300 0.2000 6.4 1.90 2.0 0.40 0.181

Zhu et al. (2009) 0.5613 0.3670 0.2326 7.8 1.83 2.0 0.35 0.164

ISE: integral square error (* for 6 s) 
 



Anwar et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2014 15(4):293-299 299

5  Conclusions 
 

A new frequency domain model matching 
method has been described for the design of a PID 
controller for an AVR system. The method has been 
compared favorably with some popular design meth-
ods through examples taken from the literature. The 
frequency response matching between the reference 
model and the AVR system to be designed is done at 
two low frequency points to arrive at a set of linear 
algebraic equations, whose solution gives the con-
troller parameters. The method does not require any 
elaborate frequency response analysis or mathemati-
cally involved optimization technique. In summary, 
the method is mathematically simple and its compu-
tational burden is very small; thus, it gives a PID 
controller of good overall performance. 
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