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Abstract:    Random needle embroidery (RNE) is a graceful art enrolled in the world intangible cultural heritage. In this paper, we 
study the stitch layout problem and propose a controllable stitch layout strategy for RNE. Using our method, a user can easily 
change the layout styles by adjusting several high-level layout parameters. This approach has three main features: firstly, a stitch 
layout rule containing low-level stitch attributes and high-level layout parameters is designed; secondly, a stitch neighborhood 
graph is built for each region to model the spatial relationship among stitches; thirdly, different stitch attributes (orientations, 
lengths, and colors) are controlled using different reaction-diffusion processes based on a stitch neighborhood graph. Moreover, 
our method supports the user in changing the stitch orientation layout by drawing guide curves interactively. The experimental 
results show its capability for reflecting various stitch layout styles and flexibility for user interaction. 
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1  Introduction 
 
Random needle embroidery (RNE), which is a 

graceful embroidery art originating in Changzhou, 
Jiangsu, China, has been enrolled in the world intan-
gible cultural heritage. It creates an artwork by 
stitching thousands of intersecting threads with dif-
ferent lengths, different orientations, and vivid colors 
into a base cloth. Photographs of various subjects 
(e.g., portraits, animals, scenery, and oil paintings) 
can be used as embroidery drafts. Generally, RNE 
artworks are more impressive and expensive than 
traditional embroidery artworks for their various 

lively stitching styles, rich thread colors, stereoscopic 
feeling, and contrast among neighboring threads 
thanks to the creative inspirations from the combina-
tion of western oil painting and Chinese embroidery 
theories. This combination precisely increases the 
difficulty in training qualified embroiderers and the 
time cost in completing the final artwork. It is valua-
ble to construct a reasonable technical framework to 
enhance common users’ visual experiences and assist 
embroiderers in reality. The former work is actually 
what image-based artistic rendering methods (Zeng et 
al., 2009; Xu et al., 2010) are concerned about, 
namely, digitizing various art styles using the 
graphics technology. Moreover, our further goal is to 
increase the production efficiency in final machine 
embroidery. Existing embroidery software tools are 
not suitable for RNE due to the difference in stitching 
styles. In fact, the research on RNE involves several 
key issues: how to extract the image content, how to 
model various stitching styles, how to simulate its 
artistic effect, and how to generate the stitch sequence 
used in machine embroidery. Obviously, how to model 
various stitching styles is the basic and core issue. 
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To be specific, this work attempts to convert a 
source image into a combination of intersecting 
stitches with different positions, orientations, lengths, 
and colors, where we call this combination problem a 
stitch layout. There is little in the literature about 
traditional embroidery or RNE. Chen et al. (2012) 
presented several stitch placement methods for tradi-
tional embroidery. However, this method uses simple 
vector images rather than arbitrary raster images as 
input. Furthermore, intersecting stitches are forbidden 
among the traditional embroidery stitch layout rules 
(e.g., long short stitches and satin stitch), and these 
rules place stitches relying more on shape information 
(e.g., edge and contour). Different from this, the tex-
tural and stereoscopic feelings conveyed by RNE 
stitch layout rules are more attractive due to the 
flexible use of visual information (color and texture). 
In addition, the stitches must be intersected with the 
neighboring stitches to depict different objects, no 
matter what layout forms. Our previous work (Chen 
et al., 2011) firstly proposed the research on RNE and 
confirmed its feasibility. A simple trial-and-error 
algorithm was adopted to fill stitches until a pre- 
defined coverage rate was reached. It is essentially a 
sliding-window brushing operation from top-left to 
bottom-right. Chen et al. (2011) regarded the whole 
image as a region and thus did not consider various 
combination forms of different stitch attributes (e.g., 
orientation, length, and color), which influence the 
layout result greatly. Moreover, this method cannot 
allow the user to control the global layout and local 
contrasts of stitches conveniently. Based on the above 
analysis, challenges are posed for an RNE stitch layout 
in the following ways: 

First, we should respect the inherent character-
istics of RNE. For example, the stitches must be in-
tersected with the neighboring stitches to depict dif-
ferent objects, and different layout rules for stitches 
convey different feelings about objects. However, 
there is no manual or handbook definitely describing 
these rules, unlike traditional embroidery manuals 
(Chen et al., 2012). Therefore, the techniques mod-
eling the stitch layout problem for RNE need to be 
studied. This model should be concerned with the 
correlation of the stitches, and how to intersect and 
layout them in a vector space. 

Second, the strategy that controls the global 
stitch layout appearance should agree with some 

usual conventions associated with RNE. In fact, art-
ists usually adopt horizontal or vertical intersecting 
form stitches for background regions with a single 
tone like the sky, along textural or growth directions, 
intersecting form stitches for regions like plumage, 
petals, or hair, completely random intersecting form 
stitches for some flat objects with low gradient mag-
nitude values, and so on. Furthermore, it is a user- 
originality driven course to create artworks for RNE 
artists. A convenient control of the global stitch lay-
out supporting user interaction is appreciated. Ad-
justing parameters (Xu et al., 2010; Huang et al., 
2011) and drawing sketch (Xu et al., 2009a; 2009b; 
2013; O'Donovan and Hertzmann, 2012) are both 
widely-used and naturally interactive modes. 

We study the above problems and propose a 
controllable stitch layout strategy for RNE. The main 
features of this approach include: (1) A stitch layout 
model design which involves low-level stitch attrib-
utes, low-level intersecting-stitch attributes, and high- 
level stitch layout parameters, to express different 
stitch layout styles. The high-level parameters are 
composed of density and five diffusion factors for 
different stitch attributes (orientation, length, color 
hue, color saturation, and color lightness). (2) A stitch 
neighborhood graph to model the relationship among 
neighboring stitches. (3) A stitch layout process based 
on a stitch neighborhood graph via five diffusion 
factors and a reaction-diffusion algorithm, enabling 
global layout control utilizing image information 
(orientation field, salience map, and image grids par-
tition) or user interaction, and simultaneously the 
local contrast control. 
 
 
2  Related works 
 

In the computer graphics literature, a significant 
number of works aimed at simulating the appearance 
of various kinds of textiles, including batik (Wyvill et 
al., 2004), knitwear (Kaldor et al., 2008), and woven 
materials (Adabala et al., 2003). However, all these 
works focus on the physical medium simulation, not 
on the layout problem. 

The problem of this work, as a new art style, can 
be related to a newly developing field—artistic ren-
dering, which includes various algorithms for dif-
ferent art styles, such as stippling (Deussen et al., 
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2000; Secord, 2002; Martín et al., 2010), mosaic 
(Hausner, 2001), pen-and-ink illustration (Salisbury 
et al., 1994), maze (Xu and Kaplan, 2007), watercolor 
(Curtis et al., 1997), ASCII art (Xu et al., 2010), 
Op art (Inglis et al., 2012), and oil-painting (Bratkova 
et al., 2009; Zeng et al., 2009; Huang et al., 2011). 
These works can be classified as filter- and stroke- 
based methods. Filter-based methods directly make 
the image, with the specified visual effect, by image 
processing operators on pixels, while stroke-based 
methods build a stroke-layer, which is composed of 
numerous strokes and each stroke has its individual 
parameters or attributes, between the source and tar-
get images. Regarding one stitch as a single stroke, 
we can refer to the stroke-based methods, since all the 
stitches embroidered in cloth need be calculated for 
the final machine embroidery process and their layout 
rules should be researched. 

The layout problem is an important issue among 
the stroke-based methods. It concerns how to arrange 
or place specific elements or primitives reasonably, 
such as parallel lines (Inglis et al., 2012), rectangulars 
(Hausner, 2001), brush (Zeng et al., 2009), deforma-
ble templates (Peng et al., 2014), 3D model (Yang et 
al., 2013), or graph visualization (Yuan et al., 2012; 
Dogrusoz et al., 2013; Gansner et al., 2013). 

There are mainly two kinds of layout strategies: 
greedy and optimization-based (Hertzmann, 2003). In 
greedy methods, at each step the algorithm deter-
mines the current stroke according to certain goals or 
image features (Litwinowicz, 1997; Hays and Essa, 
2004; Lu et al., 2010). The optimization-based 
methods compute the entire strokes together to 
achieve a global optimal energy or desired statistics. 
Theoretically, the optimization-based methods 
(Gansner et al., 2013; Yang et al., 2013) have the 
potential to outperform the greedy methods, since 
they can explicitly model the interaction among ele-
ments and supply the high-order control. This ap-
proach belongs to the optimization-based class. 

Stroke layout determines the attributes of a 
stroke automatically or by user interaction. Generally, 
these attributes are (1) position and density, (2) ori-
entation, (3) size, and (4) color and texture.  

For position and density, Kalnins et al. (2002) 
required the user to place a few strokes. These strokes 
are used as templates and then replicated at other 
locations by calculating the distance of the template 

strokes from feature lines. Others took a more auto-
mated approach. Litwinowicz (1997) placed strokes 
at alternate pixel locations. Park and Yoon (2008) 
placed strokes at locations where a randomly gener-
ated value exceeds the probability threshold. Shiraishi 
and Yamaguchi (2000) attempted to estimate the area 
of the strokes by generating an intensity image using 
image moments. Mao et al. (2002) determined the 
density of strokes by generating noise at a density 
based on the tone of the underlying image. Dithering 
methods (Gamito and Maddock, 2009) are also used 
to generate the locations of strokes. These existing 
methods directly determine positions in a canvas 
space. In RNE, stitches positions should be deter-
mined in a cloth space and stitches need to be dis-
tributed evenly. Xu et al. (2010) only placed ASCII 
characters along region boundaries. However, RNE 
uses a large number of stitches to fill regions. 

For orientation, Litwinowicz (1997), Collo-
mosse and Hall (2002), and Santella and DeCarlo 
(2002) used gradients to align their strokes. Hays and 
Essa (2004) and Huang et al. (2011) used a radial 
basis function (RBF) to interpolate orientation by the 
strongest gradients. These methods work well in 
high-frequency regions where there is much variation 
in color. In regions where the colors of neighboring 
pixels are similar, the gradient vector tends to point in 
an arbitrary direction. Shiraishi and Yamaguchi (2000) 
used image moments to determine an angle for stroke 
orientation. Zeng et al. (2009) computed orientations 
using a Markov random field framework. Ding et al. 
(2012) placed streamlines using 2D vector fields. All 
the above methods just use a fixed image gradient or 
orientation field to determine the stroke orientation, 
and thus cannot supply an intuitional control of the 
stitch orientation layout. Inglis et al. (2012) allowed 
only a fixed number of orientations to place parallel 
lines and curves for Op art; hence, it is also not suit-
able for our problem. 

For size, Litwinowicz (1997) generated short 
strokes to give the output an impressionistic style. 
Collomosse and Hall (2002) determined the shape of 
a stroke using a super-quadric equation. Mao et al. 
(2001) and Yamamoto et al. (2004) controlled the 
length of strokes by varying the length of the convo-
lution kernel used in line integral convolution (LIC). 
These methods do not use straight lines as a basic 
element and thus cannot be used in our problem.  
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Inglis et al. (2012) just used parallel lines to fill a 
rectangle region, where parallel lines are cut off or 
connected along the region boundary. However, we 
need to express different objects by intersecting 
stitches with different lengths that are usually much 
smaller than the region size. 

For color and texture, many methods just sample 
the reference image’s color or use average color as 
stroke color (Luft and Deussen, 2006; Bratkova et al., 
2009). Users cannot control the stroke colors con-
veniently. Some other art styles (Deussen et al., 2000; 
Secord, 2002; Xu et al., 2010; Inglis et al., 2012) even 
use only black and white. Xie et al. (2010) generated 
one brushstroke color procedurally. The footprints of 
the brushstroke are divided into six segments. Each 
segment is assigned a texture and color from a sample 
of six styles. However, it processes only one stroke in 
the Sumi-e painting. This approach uses three  
reaction-diffusion processes to create vivid, vibrant, 
or high-contrast colors for emphasizing objects. It is 
easy for users to feel these variations or contrasts of 
hue, saturation, and lightness. 

A reaction-diffusion algorithm was originally 
used to model the physical processes of the chemical 
reaction between substances and their diffusion in 
space. It has been used in biological patterns (Kondo 
and Miura, 2010), 3D model texture generation (Turk, 
1991; Sanderson et al., 2006), or image processing 
(Perona, 1998; Chen and Zhu, 2006). This diffusion 
mechanism can control the global and local schemas 
easily, utilizing neighboring information. In this pa-
per, we build a topological structure to model the 
relationship of all stitches and use reaction-diffusion 
to control their layout based on this structure. 
 
 

3  Stitch layout model design 
 

In RNE, artists usually depict the appearance of 
different objects by intentionally embroidering one 
stitch to intersect with other stitches, which is quite 
different from the traditional embroidery where non- 
overlapping or end-to-end stitches are commonly 
adopted. Different intersecting forms show different 
stitch styles. To express these so-called stitch styles, 
we design a parameterized stitch layout model  
that includes low-level stitch attributes, low-level 
intersecting-stitch attributes, and high-level stitch 
layout parameters (Fig. 1). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Stitch: One stitch is the basic element of RNE to 
compose its artworks. Appropriately, we first define 
the stitch attributes. As Fig. 1a shows, a stitch con-
tains the following attributes: center coordinate P, 
length ξ, orientation φ, and color C. 

Intersecting-stitch: In RNE, there must be an 
intersection among neighboring stitches. There are 
many kinds of intersecting forms, such as horizontal 
intersecting, vertical intersecting, smooth intersecting, 
or chaotic intersecting. The orientations of the stitches 
created by smooth intersecting usually follow some 
fixed directions or beneath the texture information, 
such as water flow or leaf growth; however, the cha-
otic cross is quite the opposite. That is, all the stitches 
are in a mess and have no unified direction. Among 
all these cross forms, the stitch orientation is a very 
important factor for depicting different styles in RNE. 
Based on this characteristic, we further define the 
intersecting form of two stitches. Fig. 1b shows  
intersecting-stitch attributes: center coordinate Pi, 
intersection orientation θi, and intersection angle βi. 

Layout: As mentioned before, the stitch layout is 
one basic problem deserving research in RNE. 
However, there are no specific instructions about 
RNE layout rules compared with the traditional em-
broidery. Hence, we design a layout model which is a 
collection of intersecting-stitches with different  

ii
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Fig. 1  Stitch layout model for the random needle em-
broidery (RNE) 
(a) A stitch with center coordinate P, length ξ, orientation
φ, and color C; (b) An intersecting-stitch with center co-
ordinate Pi, intersection orientation θi, and intersection
angle βi; (c) Global layout of intersecting stitches. Each
intersecting-stitch (b) includes two stitches (a). The global
layout (c) is a combination of various intersecting-stitches

φ
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positions, orientations, lengths, and colors (Fig. 1c). 
Considering the truth that no single stitch but the 
stitches combined together express tone, texture, or 
other object characteristics, we build a stitch neigh-
borhood graph for all stitches of each region to model 
their spatial relationship (Section 4.3). Based on this, 
we design our high-level layout control parameters: 
density ρ, orientation diffusion factor λθ, length dif-
fusion factor λξ, hue diffusion factor λh, saturation 
diffusion factor λs, and lightness diffusion factor λv. 
The overall coverage is controlled by ρ (Section 4.2); 
λθ and λξ control global stitches’ orientations and 
lengths; λh, λs, and λv control their colors (Section 4.4). 
Different reaction-diffusion processes are adopted to 
control different stitches attributes via diffusion fac-
tors. Notice that a user can adjust all these high-level 
parameters for each region. 

 
 
4  Stitch layout control 
 

Essentially, RNE artwork is a collection of many 
stitches, each of which contains two endpoints’ co-
ordinates and its color. For each stitch, its coordinates 
should agree with the coordinates in embroidery cloth 
(the unit is mm). However, the image coordinates are 
quite different (the unit is pixel). Therefore, our 
method first generates the stitch collection in the cloth 
space, and then executes the rendering process of the 
stitches in the image space. 

Generally, the stitch styles of different objects 
(e.g., grass, sky, petal, hair, and skin) are different in 
RNE, and correspondingly in the stitch layout results. 
Firstly, we segment the input image into different 
regions and vectorize their boundaries. Then, differ-
ent high-level layout parameters are applied to dif-
ferent regions, and correspondingly different stitch 
collections are generated. For each region, the final 
layout of stitches filling it is computed as follows: 

1. Stitch layout initialization: place intersecting- 
stitches uniformly in embroidery cloth according to 
the ‘density’ parameter. 

2. Stitch neighborhood graph: connect neigh-
boring intersecting-stitches to construct a topological 
structure. 

3. Stitch attributes processes: process intersecting- 
stitch attributes on the graph, for stitch orientations, 
lengths, and colors, respectively.  

4.1  Image segmentation and region vectorization 

We adopt the image-parsing method proposed by 
Zeng et al. (2009) to segment the source image into 
several regions. To place stitches for each region in 
embroidery cloth, the boundary points of each region 
are parameterized by a cubic B-spline curve. Fig. 2a 
shows a binary mask of the input region (white) and 
Fig. 2b shows the original boundary and the vector-
ized boundary parameterized by cubic B-spline curve 
control points. 

 
 
 
 
 
 
 
 
 
 
 

4.2  Stitch layout initialization 

For each region extracted in Section 4.1, we 
place a number of intersecting-stitches in the corre-
sponding region of embroidery cloth, and each 
stitch’s attributes are set random values, since the 
embroidery cloth should be covered uniformly, 
namely, all these stitches should be well-distributed, 
avoiding the phenomenon of locally too dense or too 
sparse. To ensure the overall uniform coverage, we 
adopt the point distributing methods, which are 
widely used in 2D and 3D rendering, to determine the 
initial position of each intersecting-stitch. In the 2D 
case, Poisson-disk sampling (Vanderhaeghe et al., 
2007; Gamito and Maddock, 2009) is an easy but 
time-consuming method. To some extent, stippling 
(Secord, 2002; Martín et al., 2010) is essentially a 
kind of point distributing method. Meanwhile, these 
methods are able to control the denseness of all the 
points. However, many of them are based on the 
image space or use the pixel as the point position. 
These sampling algorithms are virtually a discrete 
process, hence not suitable for our process. As men-
tioned before, stitches are distributed in the embroi-
dery cloth space, whose coordinates are continuous. 
In addition, a more reasonable way to control the 
density of the stitch layout is desired. We adopt the 

Fig. 2  Region boundary vectorization 
(a) Region mask (white); (b) Original (red curve) and vec-
torized (green curve with dots) boundaries. References to
color refer to the online version of this figure 

(a) (b) 
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recursive Wang tile method (Kopf et al., 2006) to 
generate the positions of initial intersecting-stitches. 
Notice that this method can quickly compute any 
number of blue-noise points whose coordinates are 
real float value, not pixel value. It can also control 
density by a density map. 

According to the ‘density’ parameter (Section 3) 
of high-level layout, we sample the given number of 
intersecting-stitch positions in the region evenly via 
the recursive Wang tile method (Kopf et al., 2006). 
Fig. 3 shows that different ‘density’ values lead to 
different coverage rates. Meanwhile, the overall dis-
tribution is maintained as uniform. 
 
 
 
 
 
 
 
 
 

4.3  Stitch neighborhood graph 

Stitches in RNE work collectively, similar to 
pen-and-ink (Salisbury et al., 1994). Namely, no 
single stitch is of critical importance in general, alt-
hough every stitch contributes both tone and texture; 
instead, a lot of stitches work together to express 
abundant information, such as overall tone or textural 
feeling. Therefore, it is necessary to build a topolog-
ical relationship among all the stitches. 

To control the layout of all stitches effectively 
and process their attributes to match a desired statistic, 
we construct a Markov stitch neighborhood graph, 
where nodes are intersecting-stitch positions and 
edges connect each node with its neighboring nodes. 
Treating each intersecting-stitch’s position as a node 
of the graph, we build the neighborhood graph based 
on these positions and the orientation field. Assuming 
that the source image size (in pixel) is Wpixel×Hpixel 
and the embroidery cloth size (in mm) is Wmm×Hmm, 
our approach is as follows:  

1. Compute an orientation field Θ using the edge 
tangent flow method (Kang et al., 2007). Notice that 
Θ is a 2D matrix with a size the same as the size of the 
source image.  

2. Extract each node’s position (x, y), calculating 

(x′, y′)=(Wpixelx/Wmm, Hpixely/Hmm) as the corre-
sponding image position; initialize each node’s ori-
entation to the reference orientation θ* in Θ. 

3. Construct local 2D Cartesian coordinates 
whose origin is anchored at each node’s position; 
x-axis is aligned with the node’s orientation θ*, and 
y-axis is orthogonal to it. 

4. Connect the four edges from the node to its 
nearest neighbor in each of the four quadrants. Notice 
that the nodes that are near region boundaries or image 
edges may not have neighbors in some quadrant.  

Fig. 4 shows an example containing two regions. 
The ‘density’ parameter is 0.72 for both regions. Each 
graph node denotes each intersecting-stitch and each 
graph edge denotes the neighboring relation of two 
intersecting-stitches.  

 
 
 
 
 
 

 
 
 
 
 

4.4  Stitch attributes processes 

In this stage, our approach controls all the 
stitches attributes of the current region, including 
orientations, lengths, and colors. All these attributes 
affect the global layout styles. Based on the stitch 
neighborhood graph, we adopt stochastic reaction- 
diffusion equations, which process these attributes 
among neighboring stitches to reduce or enhance their 
contrasts, and the reaction preserves information from 
the source image. 

4.4.1  Intersecting-stitch orientations 

The reaction-diffusion equation 
 

d
( ) ( )

d
R D

t  
                      (1) 

 

is adopted to propagate information across the stitch 
neighborhood graph to compute orientations of all the 
stitches, where R(θ) is the local reaction term, D(θ) is 

Fig. 3  Stitch layout with different densities, ρ, show-
ing different coverage rates 

ρ=0.2                 ρ=0.5                   ρ=0.72                     ρ=0.95

Fig. 4  Stitch neighborhood graph 
Two graphs (b) are built for two regions (a) separately 

(a)                                              (b) 
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the local diffusion term, λθ is the diffusion factor, and 
εθ is the local random term. εθ is a small stochastic 
value at each iteration to express more natural ran-
domness in reality. The user can adjust λθ to obtain 
different layout styles.  

The local reaction term applies the persistent 
external force to the whole reaction-diffusion itera-
tions. Namely, it plays the role of controlling the 
so-called global rule that the overall layout of all the 
stitches should obey. We use 
 

( ) sin( )R                            (2) 

 
to control the overall layout of intersecting-stitches, 
where θ* is the corresponding external orientation 
force that can be acquired from the reference orien-
tation field Θ (Section 4.3).  

Inspired by O'Donovan and Hertzmann (2012), 
our approach can take user interactions as an external 
orientation force (Fig. 5). The orientations of any 
initial stitches can be diffused to follow several user 
guide curves. Notice that these curves are also pa-
rameterized by cubic B-spline curve control points. 
We select the stitches whose minimum spatial dis-
tance to all the user guide curves is under the specified 
threshold and set their orientations to be the tangential 
direction of the nearest control point on the guide 
curve. 

 
 
 
 
 
 
 
 
 
 
 
 

 

Different from the local reaction term, the local 
diffusion term applies the force to the local neighbors, 
and thus propagates the orientation value across the 
stitch neighborhood graph. It plays the role of con-
trolling the local layout of each intersecting-stitch 
according to its neighbors in the graph. We adopt the 
orientation diffusion (Perona, 1998) term since θ is 
periodic over intervals of 2π, 

( ) sin( ),n n
n

D                         (3) 

 
where θn is each neighbor’s orientation of the cur-
rently processing intersecting-stitch and ωn is the 
weight inversely proportional to their spatial distance. 

The diffusion factor λθ controls the diffusion 
degree of the local diffusion term. Specifically,  
when λθ>0, the local diffusion term rotates each  
intersecting-stitch’s orientation toward those of its 
neighbors to make them similar, and thus shows a 
smooth layout style with approximately similar ori-
entations. When λθ<0, it forces diffusion to rotate 
orientations of neighboring intersecting-stitches away 
from each other, and thus leads to a chaotic layout 
style with quite different orientations.  

The process in Eq. (1), if without εθ, essentially 
optimizes the Markov field energy 
 

*

( )

( ) ( ) ( ),i i ij i j
i i j N i

E         


         (4) 

 
where φ(·)=1−cos(·) is the kernel function, and each 
weight ωij is inversely proportional to the spatial dis-
tance between neighboring intersecting-stitches i and j. 

In the process of iterations, the energy value 
trends towards convergence, and thus the orientations 
of all intersecting-stitches tend to a stable status 
where there is fairly small variation. After that, we 
update all these orientations. The stitch neighborhood 
graph construction and reaction-diffusion process are 
both very fast. Although the speed is obviously af-
fected by the number of intersecting-stitches, it is still 
a linear increase. In our experiments, 200 iterations 
work well enough. In addition, both procedures can 
be parallelized for better performance. 

4.4.2  Intersecting-stitch lengths 

Similar to the orientation process, we use the 
reaction-diffusion equation  

 

*d
( ) ( )

d n n
nt  

                    (5) 

 
for the length case, where the local reaction term and 
local diffusion term are aperiodic this time. In reality, 
the lengths of embroidery threads that are stitched 
into the embroidery base cloth are restricted. Namely, 

Fig. 5  User interactive guide curves
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threads that are too long are easy to break and that are 
too short are difficult to stitch into the cloth. For this 
reason, we pre-define a global range of available 
stitch length ξ[ξmin, ξmax]. In view of real embroidery, 
we set ξmin=5 mm and ξmax=50 mm. Generally, the 
stitch length used in a more salient object or edge (e.g., 
fur, petal, and pistil) is smaller than that in a simple 
background object or less salient region (e.g., sky, 
mountain, and river). There have been many salient 
edge, ridge, or region detection methods (Guo et al., 
2007), which usually generate a grayscale image 
(essentially a 2D matrix with the saliency value fall-
ing in the range of 0–1 or 0–255). It is the same size as 
the source image. However, the embroidery cloth is 
usually larger than the image and possesses different 
measurement criteria. Hence, inspired by Huang et al. 
(2011), we first prepare a grayscale image which is 
called an importance map, then divide the cloth into a 
set of rectangular grids by cutting repeatedly along x 
and y directions via the importance map, and finally 
obtain a non-uniform partition (Fig. 6). The larger the 
importance value is, the smaller the grid area is. No-
tice that a different importance map can lead to a 
different partition of grids. Finally, the external length 
force ξ* can be acquired using  
 

min max min max+( ) ,S S                    (6) 

 
where S* is the area of the grid in which the current 
intersecting-stitch is located, and Smax is the maxi-
mum area of all grids in the current region. 
 
 
 
 
 
 
 
 
 

 
The diffusion factor λξ controls the local length 

contrast of neighboring intersecting-stitches. A larger 
λξ leads to more locally similar stitch lengths, and  
thus lower length contrast among neighboring inter-
secting-stitches. On the contrary, a higher contrast 
shows the layout where long and short intersecting- 
stitches are alternately distributed. Correspondingly, 

the Markov field energy to be optimized is 
 

* 2 2

( )

( ) ( ) ( ) .i i ij i j
i i j N i

E       


          (7) 

4.4.3  Intersecting-stitch colors 

Color contrast (sometimes called tempo by art-
ists) is an intuitive yet powerful tool to depict styles, 
especially in oil painting. As is known to us, the RNE 
artists have drawn lessons from western oil painting 
theories, and actually many RNE artworks also ex-
hibit hue contrast, light-shade contrast, or smooth 
color transition among neighboring stitches. That is 
also an important factor different from the traditional 
embroidery. We apply three reaction-diffusion pro-
cesses for three channels (hue, saturation, and light-
ness) in the HSV space, respectively. Similar to θ* 
and ξ*, the reference colors c*=(h*, s*, v*) are obtained 
from the source image. Here are three reaction  
equations: 
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Their corresponding Markov field energy equations 
are  
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4.5  Stitch rendering 

After all the stitches are updated, we can obtain a 
collection of stitches whose two endpoints’ coordi-
nates in the embroidery cloth space and RGB colors 
are easy to calculate. Next, we create the RNE ren-
dering image by drawing these stitches on canvas. In 
this process, we adopt a simple strategy to simulate a 
single stitch with texture information (Fig. 7). The 
algorithm is as follows: 

Fig. 6  Image non-uniform grids partition 
(a) Source image; (b) Non-uniform grids 

(a) (b) 
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1. Map current stitch into the corresponding 

canvas coordinates by the ratio of its cloth coordinates 
and the cloth size. Calculate the start pixel and the end 
pixel in the canvas of the current stitch.  

2. Interpolate all pixels between the start pixel 
and end pixel using the Bresenham algorithm. Extend 
this one pixel width line to the d pixel width line via 
the thread image width.  

3. Transform the stitch color and thread image 
color from RGB to YUV; calculate the ratio of 
lightness of each pixel in the thread image and aver-
age lightness.  

4. Weaken the lightness at the endpoint of the 
current thread in the Y channel by 

 

0( , ) (0.75 0.25 / ) ( , ),i i i i iY x y d d Y x y         (14) 

 
where di is the distance of the current pixel to the 
center pixel of the thread and d0 is the threshold and 
we set its value as 45% of the current thread length. 

5. Render the current thread into the canvas. 
 
 
5  Results 
 

The proposed method is implemented using 
Microsoft Visual Studio 2010 in such configuration: 
Intel Core 2 Duo E8400 3.0 GHz CPU, 2 GB memory, 
Windows XP. It usually takes approximately 30–50 s 
to update the stitch layout of one region for the single 
reaction-diffusion process. Fortunately, the diffusion 
algorithm can be parallelized. Available parallel 
programming API (e.g., OpenMP for C++) combined 
with multi-core processors or graphics hardware can 
speed up this process for real-time applications. 

5.1  Convergence 

The proposed method uses several reaction-  
diffusion procedures to process stitch attributes for a 
stitch layout based on a stitch neighborhood graph. 
After a few diffusion iterations, the algorithm tends to 
convergence and all attributes of stitches tend to a 
stable state. This means the Markov energy and at-
tributes variations tend to convergence. Take stitch 
orientation diffusion as an example. The Markov 
energy and the average value of orientation variations 
(small variation means stability, and large variation 
means instability) at each iteration are calculated. As 
Fig. 8 shows, we plot both energy and variation val-
ues for positive diffusion (λ>0) and negative diffusion 
(λ<0), respectively. The variation value at each itera-
tion is the average orientation change value Δθ. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Notice that the convergent Markov energy is 
positive when λ>0 and negative when λ<0 because it 
is essentially a statistic value of the attribute differ-
ences between all the stitches and their neighbors. 
Even so, the energy value decreases until conver-
gence and the final state tends to stability. The aver-
age orientation variation results further prove it. 

Fig. 7  Stitch rendering detail 

Fig. 8  Orientation diffusion of Markov energy itera-
tions (a) and average orientation variation iterations (b)
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5.2  Layout parameters efficiency 

Different diffusion factors λ’s control different 
attributes, and thus affect different stitch layout styles. 
The following results show the effect of λ on orienta-
tions, lengths, and colors, respectively.  

5.2.1  Stitch orientations 

Fig. 9 shows the capability of positive diffusion 
forcing the neighboring stitches’ orientations to be 
random on purpose. Fig. 10 shows the opposite case, 
where the negative diffusion forces the neighboring 
stitches’ orientations to be chaotic. 

As a quantitative confirmation, we do statistical 
analysis of the orientations and plot the histogram of 
differences in orientations between all neighboring 
stitches, where the horizontal axis represents orienta-
tion differences and the vertical axis represents the 
ratio of the current difference. Figs. 11a and 11b show 
the initial and final histograms for Figs. 9 and 10, 
respectively. 

A histogram with a higher peak and lower tails 
means that neighboring stitches have similar orienta-
tions and thus most difference values should be close 
to zero. On the contrary, a histogram that is nearly flat 
or has a lower peak and heavier tails shows the ran-
domness or low similarity among stitch orientations. 
Fig. 12 shows results (Fig. 12a–12c) and histograms 
for different λθ (Fig. 12d). Obviously, the larger the λθ 
is, the sharper its histogram. This shows the efficiency 
and flexibility of our stitch orientation layout control.  

5.2.2  Stitch lengths  

Similar work is done for stitch lengths (Fig. 13). 
Larger λξ leads to similar lengths between neighbor-
ing stitches and smaller λξ leads to a higher number of 
different lengths. Users can control the overall layout 
of stitch lengths using an appropriate λξ.  

5.2.3  Stitch colors  

Our approach can create vibrant colors and high 
contrast colors via hue diffusion, saturation diffusion, 
and lightness diffusion. Figs. 14a–14c show the 
flower results of different λh’s; Figs. 14e–14g are their 
corresponding hue distributions. It is observed that 
smaller λh creates new colors and makes the whole 
object more vivid. In fact, many artists like using high 
contrast colors to emphasize the object, even though 
these colors do not exist in the source image. The 

histograms with different λh’s (similar to the orienta-
tion case, see Fig. 14d) further illustrate the hue con-
trasts. Fig. 14h shows the corresponding energy iter-
ations for Fig. 14d. The lower the energy value is, the 
more hues it owns. Figs. 15 and 16 show saturation 
diffusion and lightness diffusion, respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 10  Negative diffusion effect (λθ=−0.9) forcing initial
similar or regular orientations of stitches (a) to be chaotic
in final chaotic stitches (b) 

(a) (b) 

Fig. 9  Positive diffusion effect (λθ=0.9) forcing initial
chaotic orientations of stitches (a) to be similar in the
final stable stitches (b) 

(a) (b) 

Fig. 11  Histogram of orientation differences between 
neighboring stitches 
(a) Positive diffusion; (b) Negative diffusion. Both the 
initial (Figs. 9a and 10a) and final (Figs. 9b and 10b) his-
tograms are plotted  

0.0

0.1

0.2

0.3

0.4

0.5

Fig. 9a

Fig. 9b

0.0

0.2

0.4

0.6

0.8

1.0

-180 0 180

Fig. 10a

Fig. 10b

(a)

(b)

Orientation difference between neighboring stitches (°)



Zhou et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2014 15(9):729-743 739

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 13  Effects of λξ on stitch length 
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Fig. 14  Effects of λh on stitch hue 
(a) λh=−0.9; (b) λh=0.1; (c) λh=0.78; (d) Histograms of different λh’s; (e) λh=−0.9; (f) λh=0.1; (g) λh=0.78; (h) Energy 
iterations of different λh’s 
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Fig. 12  Effects of λθ on stitch orientation 
(a) λθ=−0.9; (b) λθ=−0.5; (c) λθ=0.6; (d) Histograms of different λθ’s 
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5.3  User interaction 

The proposed approach also supports users in 
guiding the stitch orientation layout interactively, 
considering the fact that no automatic orientation 
field method works well for any object and mean-
while the users sometimes expect to create their own 
desired layout result. Fig. 17 shows four examples: 
users draw different curves and obtain the corre-
sponding diffusion results. We can see that the final 
layout style obeys the user’s intent and the stitches 
follow the curves’ directions. A more complex exam-
ple is shown in Fig. 18, in which several local results 
marked by rectangles are cut out to show the details. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5.4  User study 

The five high-level layout parameters (diffusion 
factors) have a conspicuous influence on stitch layout 
styles. We choose several classes of labelled objects 
from the Microsoft Research Cambridge Object 
Recognition Image Database (Shotton et al., 2006) 
and our image database. Then we ask 20 participants 
to select their most desirable parameter values for 
each object by repeated adjustment. Finally, we col-
lect all user-selected parameter values of all objects 
and just give the general value range of each param-
eter for each class (Table 1). Note that we do not 
attempt to compute the absolute parameter values for 

Fig. 16  Effects of λv on stitch lightness 
(a) λv=−0.9; (b) λv=−0.6; (c) λv=0.35; (d) λv=0.64 

(a) (b) 

(c) (d) 

Fig. 15  Effects of λs on stitch saturation 
(a) λs=−0.9; (b) λs=−0.6; (c) λs=0.35; (d) λs=0.64 

(a) (b) 

(c) (d) 

Fig. 17  Four examples of user-drawn guide curves and
results 

Fig. 18  A user interaction example of guide curves and
final results with local details  

Guide 
curve
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different objects or evaluate the qualities of user- 
selected results since our start point in this paper is  
to supply users with a controllable stitch layout tool 
for RNE. Fig. 19 includes some final rendering  
examples.  
 
 
6  Conclusions 
 

This paper presents a controllable stitch layout 
strategy for RNE. To express different stitch styles, 
we design a stitch layout model including low-level 
stitch attributes, low-level intersecting-stitch attrib-
utes, and especially high-level layout parameters that 
mainly control the overall layout rule of different 
stitches attributes (orientations, lengths, and colors). 
For this purpose, a topological structure named a 
stitch neighborhood graph is built to model the in-
teractions among neighboring stitches and several 
reaction-diffusion procedures are adopted to process 
different stitches attributes respectively based on the 
high-level layout parameters and stitch neighborhood 
graph. Users can easily change the stitch layout styles 
by adjusting high-level layout parameters or drawing 
several guide curves interactively. Experimental re-
sults show that our approach is capable of reflecting 
various stitch layout styles and is flexible for user 
interaction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

There are, however, several drawbacks to this 
method. Generally, it works well and exhibits better 
controllability for those images containing clear ob-
jects. However, it is not suitable for some scenery 
images for the reason that too complicated color or 
texture variations cannot be expressed using a single 
model. Besides, our high-level layout parameters are 
not user intuitive. More automatic and powerful stitch 
layout methods still need to be studied. 
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